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Abstract of Dissertation

Algorithmic Generation and Mobile Distribution of Phonetic, Orthographic, and
Inference-Based Literacy Exercises for Adult Learners

A 2014 study found that more than half ofAthericans aged 184 do not
possess the literacy skills needed to adequately cope with the demandsoafidgyife,
with over 13 million people in the United States alone considered to be functionally
illiterate. There have been numerous efforts taesklthese high illiteracy rates by way
of Adult Basic Education programs; however, such programs are consistently
underfunded and plagued with high chagt rates, as many students struggle to
consistently attend classes due to lack of transportatioontrotlable family
circumstances, or conflicting employment hours. At the same time, smartphones are
becoming ever more ubiquitous, signifying an opportunity for mobile educational
software to address many of these difficulties.

This thesis describes theeation of a software system to allow students in such
programs to continue their learning outside the classroom. This project, known as
CAPITAL (Comprehension and Pronunciation Instructional Tools for Adult Learners),
involves three core components. Thetfis a system for algorithmically generating
questions to thoroughly cover the different microskills of alphabetic literacy, the beginner
level of reading. This system is capable of generating materials for testing every facet of
phonological awarenegshonemic awareness, decoding, and encoding, customized to
accommodate any desired skill progression. Second is a system for algorithmically
generating questions for reading comprehension at the intermediate reading level that

specifically target the read®s ability to draw inferences and monitor their own
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comprehension. The final component is a meladning application, carefully designed
for ease of use by adults with belawverage literacy, through which students receive
these generated learning nréks. Trial studies were conducted with literacy providers in
the Washington D.C. area to seek feedback from both teachers and students.

The combination of these three components results in a mobile application that is
easy for adult learners to use, pgdms them with a substantial amount of highality
learning materials, seamlessly integrates with the lessons they are learning in their
classes, and delivers materials to them at an optimal and customized rate. CAPITAL is
the first system of its kind taddress the adult literacy crisis by both allowing for scalable
automated creation of learning materials and providing a more effective method of

delivering them to students in need.
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Glossary of Terms

Phoneme The smallest unit of sound in a language
Grapheme The smallest meaningful written unit in a language

Orthography: The lettersaand written patterns that make up the sounds of a language

Xiv



Chapter 1 - Introduction

1.1 The Problem

In 2012, the Organization for Economic Cooperation and Development (OECD)
conducted a largscale international study to evaluate and compare the general skills of
adults around the world, of which literacy was a major focus. This initiative, referred to
as the Program for the International Assessment of Adult Competencies (PIAAC),
measured literacy proficiency using a scoring metric adapted from the earlier
Internaional Adult Literacy Survey (IAL$[1], grouping numerical scores into broader
skill levels ranging from 1 to 5. The IALS considers a proficiency level of 3 to be the
minimum skill level necessary for an adult to be able to adequately cope with the
demand of dayto-day life, which corresponds to roughly the ability level of a high
school graduate.

However, a 2014 U.S. household study of 8,700 adults conducted by the PIAAC
found that 51% of Americans aged-16 failed to reach this minimum benchmark of
adequate literacy, exhibiting proficiencies at a level 2 or bgRjwApproximately 4% of
the population did not even reach level 1 proficiency, making them unable to perform
even the simplest of literacy tasks. These individuals are what is kndwncéisnally
illiterate: they are unable tBengage in all those activities in which literacy is required
for effective functioning of [their] group and commuri{3].

By current U.S. population numbers, this statistic represents nearly 13 million people
who lack even the most basic of reading skills, and nearly 165 million people who

struggle to read at an adequate enough level to get bydiny.



1.2 What is Literacy?

The PIAAC defines literacy a@ainderstanding, evaluatingsing,and engaging with
written texts to participate in society, to achieve @ngoals, and to develop dse
knowledge and potenti@a[4]. However, it is difficult to encompasdl the nuances of the
term within a single sentence definition. In a narrow sense, literacy can simpliporefer
ondgs ability to translate written words into their verbal sounds, a process known as
decoding In a broader sense, however, literacy refers to comprehension, the ability to
construct meaning from and draw inferences about the information being read.

Literacy encompasses a wide spectrum of skills, beginning with the ability to sound
out a single written letter and culminating in a deep and thorough understanding of the
meaning behind written text. Additionally, there are three distinct categoriesratyite
according to the National Assessment of Adult Literacy, each of which encompasses its
own set of skill§5]. Following these standards, a person who is fully literate must
possesgprose literacy the ability to navigate and comprehend continuous sk as
news articles and bookdpcument literacythe ability to navigate and comprehend-non
continuous texts such as job applications and mapsguentitative literacythe ability
to perform computations using numbers in printed materials, sudiawing a
checkbook or calculating a tip. A deficiency in any one of these forms of literacy can be

detrimental to a persérmquality of life.

1.3 How Literacy is Acquired
When it comes tacquiringliteracy, theNational Adult Literacy Survey (NALS)
empbys a two-part definition: the first entails learning how d@aéanguage is encoded in

its respective writing system, while the second refers to the ability to apply this
2



knowledge to literacy situatioS]. This definition assumes that the individuakally
has knowledge of the language itself in its spoken form, including its syntax and at least a
general functional knowledge of its vocabulary.

The end goal of literacy acquisition is the construction of meaning: in other words,
comprehensiof6]. Readiny is a multifaceted skill that seamlessly and automatically
integrates attention, memory, language, and motiv§fibrAs a readés skills progress,
their focus automatically shifts from simply identifyitigewordson a pageo obtaining
a deeper undaianding of the meaning of the languagel the intentions behind it

Althoughmost ofthe studies pertaining to literacy acquisition have focused on
children, research has shown that adults are just as capable of acquiring and improving
their literacy skils, regardless of age. The process typically takes longer for adults than
for children[8], but despite differences in cognitive abilities between younger and older
learners, the efficiency and effectiveness of learning to read is largely the same for
leamers of any agf]. Adults who are learning to reddve even been shownftdlow
the same general stages of literacy acquisition as do children; in other words, the same
types of failures that children encounter when first learning to read are alsosieatex
by adults with poor reading skil[¢0, 11, 12]

The past several decades of research have settled on three primary skills that
comprise the core components of reading, which are covenembtyiteracy education
programs today [7, 13, 14]. Eaohthese skills can be viewed as a discrete stage of
reading development, where each stage is dependent on the concepts within the previous

stages and must be mastered before the next stage is reached [15]. These topics are:



1. Alphabetics: knowledge of theaunds that make up a language and the ability to
connect these sounds to their written representations

2. Fluency: the ability to read quickly and accurately, with the appropriate rhythm,
intonation, and expressipn

3. Comprehension the ability to construct naming from written text

Each of these topics is described in more detail in the following sections.

1.3.1 Alphabetics

Alphabetics refers to the process of deriving meaningful spoken words from the
written letters in the alphabet [1@Iphabetic proficieng manifests in two distinct ways:
phonological awareness, the knowledge of the sounds that make up spoken language; and
word analysis, the knowledge of the relationship between written letters and the sounds

they represenkach of these skills is describa the following sections.

1.3.1.1 Phonological Awareness
Spoken dialogue is made up of individual words strung together in a chain, and each
of these words is made up of even smaller units of sound; thebegnd for example,
can be broken up into $gbles pe-gin), or an onsetl) and rime €gin), or into
phonemes ts smallest sound units-(hy-én). Phonological awareness, the innate
understanding that spoken language is made up of smaller units of sound and the ability
to isolate and manipulate these sounds, is an essential foundational skill for reading.
Phonologral awareness exists as a continuum of complexity, from the most basic
ability to segment sentences into their component words, to identifying rhyming sounds

and alliteration, and advancing to an awareness of syllables, onset and rimes, and finally
4



phonenes [17 18,19]. Awareness of phonemes is considered to be the most advanced
stage of phonological awareness and is essential for masteringeaolidg skills [20].

Although instruction in the simpler phonological components like rhymes and
syllables haween shown to be a prerequisite for the development of more complex sound
processing skills [21], the development of these skills alone has shown no direct benefit
to the reading process [22]. The true keystone of reading acquisition at the word level is
phonemicawareness, the ability to manipulate words at the phoneme level.

In the majority of cases, individuals who struggle with basic word reading tasks are
hindered by a lack of phonemic awareness, leading to an inability to process language
phoneticaly [23, 24]. [25] posits that this pattern holds true because an inability to
adequately process phonemes interferes with a pisrabiiity to build and maintain
verbal representations of what they are reading in their-sfrontmemory; strengthening
this skill, therefore, would also improve a reat@eability to better access this memory
mechanism.

Numerous studies have demonstrated that phonological and phonemic awareness are
critical components of reading success, the vast majority of which have farutiesl
developing literacy of children. [2&dentified a strong correlation between lack of
phonological processing skills and poor reading abilities in children of varying ages,
determiningthat a childs awareness of phonological structure early sndérves as a
dependable predictor of future reading success. [27] found that first graders who were
unable to do certain phonemic manipulations (e.g. blending, segmenting, and replacing
sounds) remained in the bottom quarter of their class for readility alsen as they

reached fifth grade. [28] observed significant improvement in the reading and spelling



skills of kindergarten children whose lessons included phoneme awareness training as
opposed to just learning letter/sound relationships. Even childtlrimited knowledge
of spoken English follow this same pattestudents who had developed phonological
awareness skills in their native language were found to be more successful at learning to
read in English as a second language [29].

Several studieBave confirmed that this same pattern holds true foHikanate
adults, irrespective of their education levels or general cognitive maturity. [11] compared
the reading skills and phonemic awareness oflitakate adults in prison, finding that
they exgrienced the same difficulties in decoding and segmentation as did children with
poor reading ability, despite exhibiting no symptoms of intellectual deficiency. [30]
confirmed that this same correlation between lack of phonological awareness and poor
readng ability also exists in otherwise educated adults and for those enrolled in basic
education programs. Some of the adults who were classified as poor readers were high
school graduates and had been actively enrolled in literacy instructional programs for
several years, demonstrating that deficits in phonemic processing skills can hinder the
improvement of on@ literacy even in the presence of other educational interventions.
These studies provide evidence to confirm the hypothesis that awareness aiggone
does not develop organically over time, and must instead be explicitly fostered through
deliberate practice and instruction in order for literacy skills to develgBRB3].

Intensive phonemic awareness instruction is particularly necessary fts, adumost
adult learners, even those with belbasic literacy skillsgcanidentify manywords by
sight alone, despite being unable to truly read them. For example, an illiterate adult who

drivesregularlymight be able to identify the woritom due b frequent exposure to the



word on street signs, yet wholly unable to read similar wordsihepo or fistomm

[32]. Studies have shown that adults actually have more success when reading connected
texts as opposed to individual words, because theirngatiiategy leverages sight word
familiarity to provide context to allow them to guess at the unfamiliar words [34, 35].
Phonemic awareness is critical to bridging this skill gap and helping readertetarnin

these ultimately disruptive coping strategies

1.3.1.2 Word Analysis

Phonological awareness exists entirely within the realm of sound, addressing a
readeés ability to identify and manipulate the smaller sound units that make up spoken
language. While this skill is a prerequisite to successful rgadidoes not actually
incorporate written language, without which reading is impossililetransition from
soundsound to woresound relationships manifests as two distinct skit®wn as
decodingandencoding The term decoding refers to the abilibyparse a written word
and translate it into its pronunciation, while encoding refers to the ability to translate a
spoken word into its written form. More colloquially, these two terms can be identified as
freading andfwriting,0 respectively.

Studieshave shown that weak decoding skills are the most conwaugseof reading
comprehension failure; proficiency in reading at the word level is mandatory, although
not sufficient, for successful comprehension [32, 36]. A skilled reader can accurately
decodea given word in an isolated context using a combination of strategies, including
identifying its visual pattern, blending its component graphemes phonetically, or using

parts of familiar words to inform the wdaslmakeup [37].



The process of encoding spokeords into their written forms is an equally central
component in the development of word knowledge:livevate adult readers tend to
make frequent spelling errors, many of which demonstrate a lack of awareness of
orthographic patterns and their conti@as to phonetic sequences [12]. The processes of
decoding and encoding have been proven to be intrinsically linked, drawing upon the
same underlying knowledge of the relationship between the orthographic and
phonological makeup of words [38, 39]. As suitte skills of phonemic awareness,
decoding, and encoding are all interconnected, and proficiereach of these skills is

necessary for successful comprehension.

1.3.2 Fluency

Researchers used to believe that decoding failure was the pfinwitigne&o for
poor reading; it was assumed that once a reader was able to identify every word in a
passage, comprehension would follow automatically [36]. However, more recent research
has proven that decoding skills are not the only barrier to reading compoghémsact,
strengthening decoding skills alone has been shown to have little to no impact on
comprehension ability [40, 41]. True comprehension cannot be obtained unless decoding
becomes a fast and automatic process, in a process kndwerey The eason for this
can be attributed to the theory of automatic information processing [42]: readers need to
be able to perform surfadevel processing of text without exhausting their cognitive
capacity. Because humans have finite mental resources andllati#ation spans, the
more effort that a reader needs to devote to decoding words, the less energy they will

have available for comprehending their meaning [15, 38].



There are three unique components that contribute to reading fluency: rate, accuracy,
andprosody. Rate refers to the speed at which words are read; if the decoding process
takes too long, the decoded material is likely to be forgotten before it can be processed
[43]. However, accuracy is also a critical component of the reading processtalsasi
in decoding inherently interfere with the ability to fully understand the text. The third
component, prosody, refers to reading with the proper expression, addressing intonation,
stress, rhythm, and rate when verbalizing a written text [15].

Fluencycan be viewed as thibridged between decoding and comprehension [44]. It
integrates the alphabetic principle and the understanding of phegrapteeme
relationships into a fast and familiar process, allowing readers to transition from reading
letters andvords in isolation to reading phrases, sentences, and beyond. Substantial

research hashownthat fluency igequiredfor reading comprehension [15, 40, 45].

1.3.3 Comprehension

Comprehension, the ultimate goal of reading, is a Aatited process thamploys
a wide array of different mental skills. To comprehend a text, readers must be able to
identify and summarize its main ideas, draw inferences, ask and answer questions, and
synthesize all of this information into a cohesive mental representatibmtegrates
with prior background knowledge, in what is known asemtal modeJ46] or situation
model[47]. To build a successful and accurate mental model of a text, the reader must be
able to draw on the foundational skills discussed in the pratioss. A reader must be
able to decode the words that make up the text they are reading with enough speed and

automaticity to leavenost oftheir mental resources free for comprehension.



With a wellHformed mental model, readers can access informationtfrertext they
have reado recall facts and compare information to their established background
knowledge, allowing them to build greater networks of understanding. A mental model
allows a reader to encode meaningful information about a text, includirggtisal
relationship between events that take place, spatial and temporal information, and actors
and their actions [48].

Understandably, reading comprehension is significantly improved when the reader
has knowledge of the meaning behind the words beiad [49]. In fact, along with
decoding deficits, a lack of vocabulary understanding is one of the two most common
sources of comprehension failure [58Hults in the beginning stages of reading tend to
have a more advanced vocabulary than children aaime reading level, due to their
general world knowledge and greater exposure to spoken language [51]. However, as
reading advances into the intermediate levels, printed language quickly surpasses speech
as a method of furthering vocabulary knowledge,ifigantly hindering the vocabulary
growth of nonreaders [52, 53]Successfutomprehension of a text requires the reader to
be familiar with only 9895% of the words within, leaving the remaining words to be

learned organically without the need for extdrimtervention [54].

1.4 Adult Basic Education Programs

The previous section outlined the extensive body of research that has examined the
ways in which human beings learn to read. These findings have been applied to
classrooms around the world to betissist teachers in their quest to instill strong
reading skills in children. Yet despite thile United Statesontinuesto see staggering

numbers of adults with less than sufficient reading ability.
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There have been numerous efforts to address the dtig/lofr functional illiteracy in
U.S. adults by way of Adult Basic Education (ABE) programs. Many such programs exist
which are designed to help adults improve their literacy skills in traditional classroom
settings. However, these programs do not neakhg kize resources necessary to reatch
the adults who need them. As of 2015, only 4.1 million adults were enrolled in adult
education programs, encompassing only 11% of thditevate adults who could benefit
from them [55]. This is in large pariueto the inability of these programs to support
greater numbers of studen®:% of programsoday reported havingnorestudents
wantingto attend than calme supported by the current program resouiegls

Adult education programs are also consistently tindded In 2008, only 49% of
ABE programs were receiving some form of federal or state funding, and as of 2016, this
number hd dropped to 36%66]. With such little funding to go around, many programs
struggle to stay open and to employ a sufficient remalb teachers, making it even
harder for learners to find a program that can support them for long enough to help them
make any actual learning progress

Even those adults who do participate in basic education are rarely able to benefit from
these programito the fullest extent, primarily due to their inability to stay in a program
for long enough to make significant learning gains. ABE programs across the country are
consistently plagued by high dropout rates, with estimates ranging from 60% to 80%
studen attrition on averagg7, 58]. A 1994 survey by the National Evaluation of Adult
Education Programs (NEAEP) found that half of all adults who enroll in an adult
education program drop out before completing 35 hours of instruction, and only 11% of

studens remain in a program for a year or lonffg]. Studies have shown that adults
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need to commit roughly 120 hours of learning to improve their reading by the equivalent
of a single grade levgb0], meaning that the vast majority of these adults leave their
programs before realizing any significant improvements in their reading skills.

However, these bleak numbers do not suggest that adult basic education is not useful,
nor does it necessariignply a lack of student motivation or desire. The NEAEP survey
found that 45% of the students who dropped out early in their programs likdaase of
external factors such as lack of transportation, uncontrollable family circumstances, or
employment changd59]. Another survey found that 73% of those students whpjpd
out of their respective programs reported that they would be willing to return under
different conditiong61]. These numbers suggest that there is a great opportunity to
improve the way that adult students experience ABE programs by making itfeasier
them to reap the benefits of structured education without being hindered by limited

resources and the demands of physical attendance.

1.5 Potential for Technology

One method that these programs can use to foster continued motivation in students,
reducethe amount of time needed to attend physical classes, and alleviate many of the
difficulties associated with physical attendance is to provide learners with practice
materials for use outside of the classroom. Extending the scope of learning to oetside th
classroom allows students to practice on their own schedule and better maintain what
they have already learned. Students who currently drop out of programs due to external
factors such as scheduling conflicts and transportation difficulties would beatslers
keep up with the htlass curriculum without falling behind, decreasing the need for them

to drop out and giving them greater control over their learning opportunities.
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While workbooks and written practice materials are a common resource given to
students for home practice, there are many beneftotoding these materials through
software insteadSoftware systems can give users access to a larger number of learning
materials at one time, and can guide them through materials in a structuedamded
environment. Software learning tools are also dynamic: students can necgivae
feedback on their performance to help them better assess their progress, and the system
can adapt to the individual ugestrengths and weaknesses to proeeh user with
customized instructiorthese factors allow learning software to provadmore
personalized, convenient, and accessible learning experiendeatidionalpenand
papemethods.

In the past decade, billions of dollars have been investedhe development of
innovative educational technology forI, postsecondary, and corporate learning
environments; however, very little money is being directed towards applying these same
innovations to adult educatig62]. Yet more than 85% of adwdtlucation administrators
and instructors reported that they see the potential for educational technology to support
and improve the effectiveness of their programs, primarily due to its ability to attend to
studentéindividual needs. Instructors pinpoidtéhe following four features as the most
desirablébenefitsto introducing technology into their programs: fitpviding students
with practice outside of the classroom; élpwing students to advance at their own
pace; (3)providingpersonalized instation for each studentnd (4)allowinginstructors
to monitor their studendprogress and performanf&2]. Additionally, the regular use of
softwaretools would also allow students to develppaterdigital literacy One

instructornotedthatfimost eiry-level jobs now require a basic comfort with technology,
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and students need to develop proficiency to communicate within siofGefy With
technology ever advancing, both traditional literacy and digital literacy are necessities for
nearly every typefgrofession.

While anysoftware solution can providae aforementioneldenefits to learners
compared tdaraditional classroom learning, technologies designed for mobile platforms
in particular possess a significant benefit over other software: the lpantthre of
smartphones and tablets allows mobile software to be used virtually anywhere and at any
time. This provides learners with even more control over when and where they wish to
learn, relieving them of the need to set aside time to sit downoaputer specifically to
study. For adult learners in particular, whose busy lives frequently interfere with their
ability to consistently attend classes, thia rticularly valuabldeature

Mobile technology is becoming an ever more viable methoéaxthing the general
population. Smartphone and tablet ownership rates in the United States have been
growing steadily every year since 20%lirveys conducted by the Pew Research Center
show that, by the end of 2016, 77% of all adults in the United Stetesd a
smartphone, compared to a mere 35% five years [@3prAlthoughthere have not yet
been any studies that specifically look at the number ofitewate adults in the United
States who own smartphones, a repor@2y estimated that between 558%d 75% of
adults enrolled in adult education programs across the country owned smartphones as of
2015. Research conducted by M&LS in 2002 has also shown significant correlations
between poor literacy skills and a variety of demographic and socica@ofactors
[64], from which we can extrapolate the potential accessibility of mobile applications for

this population. llliteracy has been found to be substantially more likely to occur in adults
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from the lowest income and education brackets, and asléf 2thartphone penetration
had reached more than half of the populationsodh demographics: 64% of individuals
from low-income households, and 54% of individuals with less than a high school
education[63]. The NALS also found a high correlation betwéem literacy skills and
respondents of African American or Hispanic des¢@f, both populations which had
achieved over 70% smartphone penetration in 263p

Perhaps most importantly, these same demographic groups are also some of the most
likely to befismartphone dependénthat is, their smartphone serves as their most
reliable? and often theionly? way of accessing the internet. In comparison to the
smartphone ownership numbers described above, only 50% -@fidmme individuals
and 29% of indiviluals with less than a high school education reported even owning a
desktop or laptop computer. These numbers indicate that smartphones are perhaps the
most ideal platform for providing learning resourt@sdividualsin these demographic
groups when conpared to nommobile software solutions.

Studies have also shown that the number of teenagers and young adults in adult
education programs is growigs], and a remarkable 92% ioidividualsin this
demographi¢odayare smartphone own€®3]. In fact, younger learners have been
found to be more likely to drop out of adult education programs because they feel as
though their learning styles and needs are not being adequately met: younger generations
expect and desire technology integration in their edutfi6] [67]. All of this data
suggests that smartphones have become an increasingly viable method, and perhaps even

a superior alternative, for providing digital materials to the-libevacy population.
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1.6 Proposed Solution

The purpose of this thesisto address the severe lack of useful educational
technology for lowliterate adult learners by developing a software system that can be
used to supplement classroom learning for adults in basic education programs.

Such a system involves two core compdaeihe first component is a system for
creating appropriate materials for these learners. For the application to be an effective
supplemental learning tool, the materials that students receive througgftthi@remust
echo what they are learning in thelassesThe materials provided by the software
should nottompete or conflict with the curricula established by the class teachers; rather,
the tool should bdesignedor instructors, to allow them to customize the materials to
align with their classram teachings. Rather than requiring instructors to faedte
materials for their students, a process which is exhausting anddinsemingthis
system willautomaticallygeneratenaterials that conform to the parameters established
by the instructor. T end goal of such a system is to serve as a tool for creating an
exhaustive, accurate, and customized set of materials that maximize the coverage of all
the different skills that aimstructor wishes their students to learn, organized in a
spectrunof increasing difficulty

The second component is a smartphone application for students, through which they
can receivehese generated learning materasl monitor their progression over time.

The materials that students receive should always bedgyebpiate and customized to
their individual needs, providingpem witha dynamicand carefullycontrolledlearning
environmentThis app must be carefully designed to be intuitive and easily learnable for

adults with below average literacy so that they canfedably use it with minimal to no
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supervision, and it must provide an enjoyable user experience for them rather than being
viewed as an additional burden to the learning process.

The combination of these two components will result in a mobile applidhtibiis
easy for adult learners to use, provides them avikirge number diigh-quality and
instructorapprovedearning materials, seamlessly integrates with the lessons they are
learning in their classes, and delivers materials to them at an indizetueate based on

their performance.

1.7 Contributions of This Thesis

The following chapters discuss the design and implementatithre gfroposed
softwaresystem, known aSAPITAL Comprehension and Pronunciation Instructional
Tools for Adult LearnersThis thesigresentshree novel contributions to the current
state of the art in both question generation and educational software design.

The first contribution is a system for generating questiorisoroughly covethe full
array ofmicro-skills at hie alphabetics level. This system is capable of generating
materialsto testevery facet of phonological awareness, phonemic awareness, decoding,
and encoding. To the best of our knowledge, this is the first work of its kind to address
the challenge of aatatic generation of learning materials at the level of phonological
and alphabetic literacy, making this thesis the pioneering research in the space.

The second contribution will explore the automatic generation of several different
types of questions thapecifically target common difficulties faced by poor
comprehenders: inference making and comprehension monitoring. This thesis will
describe a unique method for finding the most contextually relevant words in a text and

introducing deliberate inconsisteies in their place that require inferesead contextual
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awareness to identifyAlso described is a novel application of a discourse parser for
creating questions that challenge a re@dapplication of discourse connectives, a known
difficulty for poor comprehenderg.o our knowledge, no previous question generation
systems have sought to targéher of these speciftomprehension challenges.

The final contribution of this thesis is a detailed account of the design of a
smartphone application thatintuitive and usable by adults with below average literacy.
The rationale behind the design decisions and the usability test results will neatly
contribute to the existing literature on both mobile learning system design and
accessibility design for lowiterate users, as this the first studyo address the specific

challenges of unitingothconcepts in a single application.
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Chapter 2 - Generating Alphabetics Items

This chapter discusses the design of an automatic generation system for creating
practice mateals at the alphabetics level. The goal of this system is to achieve complete
coverage of nearly every facet of alphabetics instruction, which can then be applied to
any desired curriculum to effortlessly produce an exhaustive set of materials to tgrget an
alphabeticdevel skill. With the items generated, this system aims to ensure complete
mastery of any individual wonth a given curriculumfrom its pronunciation, to its
spelling, to its phonetic and orthographic relationships to other words.

Section 21 describes the individual components that comprise the lexicon from
which items are generated, and outlines a novel algorithm for deriving the proper
alignment of letters within a given word and the phonemes that they correspond to.
Section 2.2 describéww this lexicon is applied to find logical groupings of words
according to the lexical relationships they share: rhyming (2.2.1), orthographic
similarities (2.2.2), and phonetic similarities (2.2.3). Section 2.3 outlines a series of
algorithms used to gerate different types of misspellings for a given word. In Section
2.4, each of the previotdescribed generators is evaluated on the validity of their output
(2.4.1) and their ability to cover the words within a given curriculum (2.4.2). Section
2.4.2 abo details a method for constraining the output of the generators to align with the
skill progression of a given curriculum, and the results of the constrained and
unconstrained data sets are compared for coverage. Finally, Section 2.5 summarizes the

contiibutions of the chapter and their implications for future work.
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2.1 Building the Lexicon

To target phonological and phonemic awarenesproposedlgorithms must be
able to generate items that target a @ssability to identify, distinguish betweemad
manipulate the component sounds of a word. To accomplish this, the system must have
access to a representation of a given @opdonunciation as well as its spelling. These
word features are compiled inexiconto inform the generation process.

The transcribed pronunciation of a given word is obtained using the Carnegie Mellon
University Pronouncing Dictionary (CMUdigt The CMUdict contains over 134,000
English words and a phonemic breakdown for each one, transcribed using a set of 25
consonant phames and 15 vowel phonemes (complete with lexical stress) from the
ARPADbet speech recognition symbol set. See Appendix A for the complete list of
phonemes in the ARPAbet symbol set and an example of each.

The lexicon also includes a representation of yflatsle boundaries of a word, both
orthographically and phonetically. Each written wisrdyphenated form was obtained
from the Wordnik online dictionary, whereas the syllable boundaries of eachdvord
phonemic breakdown were obtained from an augmentesibweof the CMUdict from the
work of [68].

To allow for exercises that require the manipulation of written words in relation to
their pronunciations, it is necessdoy the systento understand the relationship between
the letters in a woi@ spelling ad the phonemes that correspond to th€he task of
determining the phonetic representation of a word from its spelling is known as

graphemeto-phoneme conversioithis is not a trivial task, because although a \isord

L http://www.speech.cs.cmu.edu/dgjn/cmudict
2 http://www.wordnik.com
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spelling directly influences the walyis pronounced, there is not always a-tmene
relationship between the letters and phonemes that make up a word. A single grapheme
does not always map to the same phonetic representhiiokandbathe for example,
both contain the graphentlg butthe two instances map to the phoneifiéd and
/IDH/ , respectively. Complicating things further, a string of consecutive consonants or
vowels may represent a single sound wtheyfunction as a diphthong (such as fieeo
in beave}, or each letter may bedividually vocalized (such as tliead in creatg.
Some letters and letter clusters are not even represented phonetically aeafi:rttake
theghin night, and thec in scissorsarefisilend letters which by themselves do not map
to any vocalized pmoneme.

The CMUdict provides the correct phonetic breakdown for all dictionary words,
meaning that we do not needaddress the task tdtterto-phoneme conversion.
However, even given a wailspelling and phonetic breakdown, there is no reliable way
to determine which specific letters produce which phonemes, as the pronunciation
dictionary provides only a sequence of letters and a sequence of phonemes for each word,
but no relationship between the elements within these sequences. For simple words, the
taskis oftentrivial: the spellingo-a-t and the phonemé/ - /AE/ - /T/ have an
obvious oneo-one correspondence; however, the relationship betesaesm|-k and
[ CHI/-IAA/ - /K/ does not follow this same rulposinga greater challenge to derive.

Letterto-phoneme alignment is typically performed using machine learning, where a
model is trained to predict the proper alignment of letters and their phonemes from a
training data set of har@hnotated correct alignmerj&9]. However,CAPITALG

lexicon allows fo a method of achieving lett@honeme alignments that does not require
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such a training set. The following section describesalgorithm used by the CAPITAL

system taalign the letters in a given word to their component phonemes.

2.1.1 Mapping Letter andPhoneme Clusters

This section proposes a novel approach to solving the-fgitareme mapping
problem by examining the relationship between the written and phonetic syllables in a
word. The Oxford English dictionary defines a syllabléasnit of pronuniation having
one vowel sound, with or without surrounding consor#t3]. Because a syllable, by
definition, must contain only one vowel sound, we can view any given syllable as a sum
of three distinct components: leading consonantsiiee}, avowel, andtrailing
consonants (orodg. This holds true for both the written and phonetic syllabication of a

word.

Algorithm 1 Algorithm for splitting a syllable into onset, vowel, and coda

clusters =]

for each syllable pair (L, P) in word:
vl:index o fvowel string
V2: index of vowel phoneme
vowel = (L 1, P )
onset=(L oA vi,PoA
coda=L via A n,Piw2a A D

clusters += (onset, vowel, coda)

We can assume that any set of sequential vowels witsimgéesyllable mst come
together to form the single vowel phoneme in that syllabler. this purpos&jwo and
fiyo are also included when appearing at the end of a vowel saisbgthlettersare
semivowels that can function as vowels when they are not themselveg&daali
trailing firois also included in the vowel strivghen the resulting vowel phoneme is

/ER/ .) Consequently, any letters that come before or after the vowel string must serve as
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the onset and coda, respectively, and can be mapped to the consonantgshbefore
and after the vowdkee Algorithm 1). An example of the desired output can be seen in

Figure2-1.

Onset Vowel Coda

flies fl ie S

Figure 2-1. A word& letters and phonemes correctly split into their onset, vowel, and coda

Relying on syllabication also addresses the challenge of distinguishing between
vocalized letters and diphthongs. For example, the Woedveo is divided intobea
(/B Nyl )andver(/V/ /IER/ ), whereaSicreat® becomegre (/K/ IR/ 1Y/ )
andate(/EH/ /T/ ). Because each syllable can only have one vowel sound, the system
can assume that the vowel cludie& in beaver maps to the phonef¢/ , whereas

thefead in create maps Y/ and/EH/ .

2.1.2 SyllableAlignment

Unfortunately, because each of the syllabified data sets was developed independently
using different sets of rules, the written and phonetic syllable boundaries are not always
perfectly aligned in miti-syllable words. To determine how accurately the written and
phonetic syllables initially aligned, the written syllables were manually compared to their
matched phonemes for a set of words. Each of the wortéstwaschosen from an
established phorsccurriculumfrom the classroom of one of our research gieygartner
adult literacy organizationgive random words were selected from each of the lessons in
this curriculum that contained words of more than one syllable, resulting in 319 unique

words and 670 individual syllables. Each syllable was evaluated independently as being
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either correctly or incorrectly aligned, where an alignment was determined to be correct if
and only if the written form of the syllable, when pronounced as written, wasciletoti
the phonetic representation of that same syllable. An example of correocanéct

alignments is shown iRigure2-2.

mustang mus M/M/ /AH/ tang M/S/ IT/ IAE/ ING/
mundane mun /M/ /AH/ IN/ dane b/D/ IEY/ IN/

Figure 2-2. An example of a word with incorrect syllable alignments (top) and correct syllable alignments
(bottom).

Each syllablavascategorized according to its type, to better inform the evaluation
and determine which specific characteristics result in the most misalignments. In English,
there are six distinct forms that a syllable can take, each of which isbéeislbelow:

1. A closedsyllable ends with a consonant and has a short vowel soundgp).g.

2. An opensyllable ends with a vowel and has a long vowel sound (€lgoe

3. A vowelconsonane syllable ends with a sileddthat makes the vowel long

(e.g.bake
4. A double vowesyllable contains a cluster of vowels that make a single sound
(e.g.boung

5. A consonantle syllable ends witlileo (e.g. puzzle)

6. An r-controlledsyllable ends with a vowel followed by an r (ehgr)

A large portion of these misalignmentsre observationally determined to be the
result of different consonawbwel division rules between the two data sets, creating an
off-by-one scenario between the coda of a closed syllable and the onset of the next.

Closed syllables in the dictionary datet are consistently written with the consonant
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sound as the coda, while the phonetic representation typically assigns this sound to the
onset of the following syllable: for example, the wpestois hyphenated gsesto but
phonetically split agP/ /EH [/ -/S/ [T/ /IOW/ , Creating an improper mapping
wherein thesin the first syllable would be assumed to be silent andlithéhe second
syllable would map t& T. Doubled consonants are also consistently split between two
concurrent written syllables (e.gil-low), while phonetically they represent a single unit
(/P NH/ -/L/ /OW/ ). Algorithm 2 describes in detail the adjustments made to the

syllable onset and coda positions to achieve more accurate phonetic alignment.

Algorithm 2 Algorithm to adjust bundaries in written syllables to align with phonetic syllablg

SB: list of all legal starting consonant blends
w: list of syllable/phoneme tuplés, p)
phonemes: dictionary of phonemes in each word

for each (s, p) in w:
ifs nandsn areinthed ictionary:
/I if the word is a compound word, assume the given syllable
// boundaries are correct
if p n ==phonemes[s ] and p n+1 == phonemes[s n]:

(skip)
if s n ends with a consonant:
/l consonant triplets ge t moved to the start of a syllable
/I (e.g. stretcher: stre -tcher/STREH - CHER)
if s n ends with a consonants triplet, move them to start of s n+l

/I if this syllable ends with the same consonant that the next
/I syllab le starts with, combine them into the start of the next
/l (UNLESS @err 2/ER, then combine at the end of the previous)
if sn[ - 1] ==S n+1[0]3
ifs n[-1]== &re andp. ends with /ER/:
move Sp+1[0] to end of s n
else:
move sy[ - 1] to beginning of s n+l

else:
/I if the combined consonants are a legal starting blend, move
// them to the second syllable
ifs n[-1]+s n+1[0] in SB:
move s[0] to beginning of s n+l
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Table2-1 shows the percentage of correct alignments for the same set of words after
applying these adjustments. The application of these conditionataodzeshift rules

achievel an accurate gjnment for over 96% of the syllables examined.

Table 2-1. The percentage of correctly-aligned syllables for each syllable type before and after adjustments

Syllable Type Size Before After
Closed N =358 59.8% 95.0%
Open N =101 77.2% 99.0%
Vowel-consonant N =32 93.8% 100.0%
Double vowel N =93 76.6% 97.9%
Consonantle N =20 70.0% 100.0%
R-controlled N =66 75.8% 98.5%
Total N =670 68.3% 96.6%

2.1.3 Bvaluation

Using these more accurate syllabligranents, five words, both single and multi
syllable, were randomly selected from each lesson of the phonics curriculum and split
along their corrected syllable boundaries, and each syllable was subsequently split into its
onset, vowel, and coda. Eachstler was then examined individually, and every cluster

was identified whose letters and phonemes were correctly linked.

Table 2-2. The percentage of correctly-mapped letter clusters by letter pattern

Pattern Size Example Correct
C N = 660 h-i-m 97.58%
CC N =228 d-o-ck 96.05%
CCC N=13 m-a-tch 86.67%
Ccv N =47 b-i-te 100%
\% N =464 d-o-g 100%
VC N=77 b-ow-I 100%
\AY; N =100 seal 100%
Total N = 1592 98.30%
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Each cluster was categorized accordimgd letter pattern, generalizing each to a
string of consonants (C) and vowels (V). The results for each of these patterns, and an
example of each, are displayedTiable2-2.

As can be seen fromehke results, this mapping algorithm, when coupled with the
syllable alignment rules, is extremely effective at correctly identifying the relationship
between the individual letters that make up a word and the phonemes that they produce

for words that a tyigal literacy learner would be exposed to in a standard curriculum.

2.2 Grouping Words by Shared Features

When words are presented together in meaningful groupings, skills can be isolated in
a very targeted way. Finding words that shateramonfeature ca better challenge a
studends mastery of the skills being targeted. For example, if a student is learning how to
segment words into onsgine pairs, it would be beneficial to be able to find words that
all share the same onset, to provide a variety afmgtes of how this sound manifests in
different words. In the same vein, there is also great benefit in being able to identify
words thadiffer by a common feature. For example, a student who struggles with the
differentiation between thi®/ and/D/ phoremes should be presented with
interventions that specifically target this sound differentiation; while simply practicing
words that contain those two sounds would be helpful, it would be significantly more
effective to be able to find words that are ideaitexcept forthis sound, to more
pointedly target the weakness being addressed.

Grouping words by their shared characteristics can also be used for assessment
purposes. Presenting a student with a prompt and providing three or four possible choices

as amnswer is a common method of assessing a stisdemierstanding of a topic. To
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make such questiomsosteffective, the incorrect choices, distractors must be
sufficiently close to the correct answer while still being identifiably incorrect to argtude
with full proficiency. A student who demonstrates mastery of an item should be able to
select the correct answer from amongst the given distractors, while a student who is less
proficient should find the distractors misleading and be prone to mistdiangfor the
correct answer. Selecting distractors that all share common features with the correct
choice, or that differ from the correct choice in one specific way, is an effective method
of ensuring that the distractors are sufficiently misleading sm&® allow a student to
choose the correct answers by guessing and process of elimination.

The following sections describe three primary characteristics from which words can

be compared and grouped: rhyming, orthographic similarity, and phonetic gimilar

2.2.1 Rhyming

A pair of wordsis considered a perfect rhyme if the stressed vowel sound and all
other sounds following it are identical between both words. To find rhyming candidate
words for a given target word, the system simply extracts the pristrassed vowel
from the target wor@ phonemic breakdown amadl the phonemes that come after it
then,to find words that rhyme with the original word, the sysssmply locatesll other
candidate words that end with that same ordered list of phonemes.

Several studies have found that adults had more difficulty detecting rhyming words
that were not spelled similarly [37, 71]. Thus,an increased challengethe student
the system can also compare a veqghonetic makeup to its spelling: for examghe,
wordsbeadandheadshare the same orthographic structure but do not rhyme, whereas

the wordgakeandbreakdo rhyme despite their written dissimilarit9rthographically
28



parallel words are identified by examining letters including and after thedealized

vowel cluster in each word; if the two strings are equal, the words are considered to have
parallel spellings. The system can then compare the rhyming status of each pair to their
orthography to find parallel or opposing pairs (Berire2-3).

sing s-ing /Sl - [IH/ING/

(@) ring r-ing /Rl - [IH/ING/

., bed b-ed /Bl - /EH//DI
®  head h-ead /HI - [EHI/DI

pear p - ear /Pl - [EH/IR/

©) hear h - ear Hl - NH/IR/

Figure 2-3. (a) Words that are orthographically and phonetically parallel. (b) Words that are phonetically
parallel but not orthographically. (c) Words that are orthographically parallel but not phonetically.

2.2.2 Orthographic Similarity

Orthographicalf-similar word pairs can be created by selecting words that differ
from the target word by a single letter or letter cluster. Distractors of this format target a
studends ability to differentiate between words that share similar written patterns.

At their most basic, orthographic groupings simply find words that share common
letter patterns: for example, the wotzsarandfear, which are identically written except
for their first letter However, sibstituting letters according to their visual similaggn
more accuratelyest a stude alphabetic knowledge and visual awareniessexample,
the letterd andd are mirror images of one another, makioggranddeara more
challenging pairing. Meanwhile, substituting letters according to their phoiratiarity

tests a studeé aural sensitivity, challenging their ability to distinguish between letters
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with the same manner of articulation (ébogarandtear). Table2-3 shows consonants

and vowelscategorized according to their manner of articulation.

Table 2-3. Letters in the English alphabet, grouped by the manner of articulation of their most common
phonetic representation

Manner of Articulation Letters
Vowels a, e i,ou
Stops b,d, g,k p,t

Fricatives f,h,s v,z
Affricates 9]
Nasals m, n
Liquids I, r
Semivowels w,y

Orthographic groupings can also be used to identify words that share a common letter
or letter cluster that is mapg to a different phoneme cluster. These types of items are
extremely useful for targeting a studaninderstanding of how letters behave differently

in different words, as is the case with long and short vowels.

cat bake ran cane

Figure 2-4. An example of words that all share the same letter, but which exemplify a mix of different sounds
for that letter (i.e. short and long vowel).

To find this class ofandidate word for a given target word, the system simply finds
all candidate words that share the same letter cluster at the same index as the target word.
These words can then be classified according to which do and do not map to the same

phoneme clusteat that same index. An example can be se&iguare2-4.
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2.2.3 Phonetic Similarity

Phoneticallysimilar words can be chosen by selecting candidate words that have a
phonemic breakdown that is partially the same as that ofrifpet t&ord. As distractors,
these word groups target a studerbility to differentiate between words that sound
similar when spoken aloud.

Words that differ from the target word by a single phoneme can be found by finding
any word whose ordered list ofipnemes is identical to that of the target word at all but
one index. Words can be chosbateach differ from the target word at the same
phoneme indexo test a studed aural sensitivity to a specific phonetic sound, or they
can differ by any one sodrregardless of its position. Candidate words that share a
phoneme with the target word, on the other hand, need only to have the same phoneme at

the same index as the target word. Examples of these cases canibhd-gpee2-5.

pin pen pine

back muck walk

Figure 2-5. An example of words that differ from the target word by a specific phoneme (top), and words that
share a specific phoneme with the target word (bottom).

Note that for phonetically similar words, the spelling of the resulting words is
irrelevant. Some eligible words can differ dramatically in spelling (for exaropiggh
andcalf) while oher words with very similar spellings (suchvasoleandwhile) may be
ineligible due to their phonemic breakdowns.

Just as with orthographic groupings, phonetic groupings can also be used to identify

words that share a common phoneme, but which mayfévatit letter clusters. To find
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this class of candidate word for a given target word, the system simply finds all candidate
words that share the same phoneme cluster at the same index as the target word. These
words can then be classified according toahido and do not map to the same letter

cluster at that same index. An example can be sefeigume2-6.

laugh roof graph

Figure 2-6. Words that have a different orthographic representation for the same phoneme

2.3 Generating Word Misspellings

A student with a weltrained ear may be able to hear a pronunciation and identify it
as a known word, but can struggle with the tasgroperlyencodingthat word: i.e.,
translating it into its correct written form. There are many different potential points of
failure in the process of encoding a word, each of which ultimately results in a
misspelling. A study from 1940 examined the spelling srmade byipooro spellers,
identifying the different types of errors that were most commonly made and categorizing
them accordingly72]. Derived from these findings, each of the algorithms described in
this section is designed to test a different poirfaidre in the encoding process.

The generation process considers two distinct casesfirst case results in
misspellings that, when sounded out phonetically, are not immediately obvious as being
incorrect: for example, the wofgouna misspelled asownd. These types of
misspellings are useful for testing the re@&l&nowledge of the proper spellings of
words, tapping into their memory and intuition of the English language. The second case

results in misspellings that are identifiably incorrect wbemnnded out phonetically: for
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example, the wordfisho (/F/ [IH/ ISH/ ) misspelled afisk (/F/ /IH/ IS/
IK/ ). These types of misspellings target a stu@desibility to decode a nonsense word
and differentiate between its phonetic characteristics andrtfet fronunciation. [37]
found that adult learners are more likely to make these types gihanetic spelling
errors due to their heavier reliance on orthographic rather than phonetic cues.
Each of the rules for generating a type of misspelling is de=strn the following
sectionsTable2-4 shows an example of the different misspellings that can be generated

by the system.

Table 2-4. Examples of the types of misspellings generated for a variety of different words

Drop letter  Drop silente  Transpose letters  Substitute phoneme

speed sped -- - spead
defeat defet -- defaet defiet
corpse copse corps coprse courpse
repair repir - repiar repear

2.31 Omitting a Letter

Misspellings resulting from the removal of a letiee largely trivial to generate.
When dropping an existing letter from a wéadpelling, any letter that is contained
within a consonant or vowel cluster with more than one letteedded as a compatible
candidate (e.qcrack Y cack flies Y fles). Constraining the dropped letters to come
from multi-letter clustersvoidssyntactically impossible misspellings (edivine Y
diine, hold Y hid).

The one exception to this rule concethe removal of a sileified from the end of a
word. A silentfieois a nonvocalized vowel that lengthens the sound of the vocalized
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vowel before it. Removing a silef#o from the end of a word is valuable for testing the
readeés understanding of longnd short vowels. However, not all words that ende
are good candidates for this removal: for exanmgleip would not be an intelligent
misspelling forfireciped, as this results in the removal of an entire syllable.

To determine whether d0 at theend of a word is silent or vocalized, the system
examines the last phoneme cluster of that word. It begins by finding all phoneme clusters
that commonly map to the lettéeo using the calculated mapping frequencies. If the
word ends wittfieo and the finkphoneme is not one of these soundsfids assumed
to not be vocalized and thus can be removed from the word. For example, the word

fiscal® ends with théL/ phoneme, makingcalan appropriate misspelling; on the

other hand, the worithed ends i/ 1Y/ , eliminatingth as a misspelling.

2.3.2 Transposing/Reversing Letters

A common type of spelling mistake involves transposing or reversing the order of
letters within a word. The systegenerateshese types of misspellings by identifying
every pair ofconsecutive letters and reversing their order (for exarfipéard becomes
haert, andifihelmeb becomesiemlel). The first two letters of a word are never reversed,

nor are consonant digraphs which function as a single sound (e.g. th, ck, ng).

2.3.3 Substuting Letters
The systentangenerate phonetic misspellings for both consonant and vowel clusters

within a word by utilizing the lettephoneme mapping to find letter clusters that produce
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the same phoneme(s) as the cluster being replagrde2-7 shows examples of the

types of misspellings that can be generated using this method.

chew (/JUW/) Y chu, choo
make (/ K/') Y  mack, mek, mac, mach

Figure 2-7. Examples of phonetic misspellings

First, the system determines the frequency distribution of every unique phoneme
cluster in the database aederyletter cluster it can map to. Any mapping that occurs
less than 5% of the time is assumed to be either the result of an error in the mapping
algorithm or an uncommon language case and is discarded. The result isallset of
unique letter clusters thatvebeerregularlyobserved to map to each phoneme cluster.

To create a phonetic misspelling for a target word, the system iterates through each
letter cluster within the word and extratte phoneme cluster to which it maps. It then
randomlyselectsa different letter cluster that maps to that same phoneme cluster
(weighted according to its probability of producing said mapping), and substitate
letter cluster in the target word. (See Apperlifor an example ofhe top three letter
clusters that armapped to each unique vowel phoneme in the ARPAbet phone set and

their probabilities.)

2.4 Evaluation
The quality of the generated materials is evaluated using two metrics: correctness and
coverage. A description of each of these metrics and their reanltse found in the

following sections.
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2.4.1 Correctness
Incorrect distractors can be a severe detriment to the stufdket system claims that
two words share a relationship that is not actually ftueinforcesincorrect information
and interfees with the learning proces$his paper assertbat acorrectdistractor is one
that is easily identifiable by a literate reader. If a reader with-@elEloped literacy can
consistently distinguish the target words from their distractors, the genieatsdcare
viable examples of tasks that proficient readers are able to accomplish, and thus they are
appropriate tasks for teaching developing readers. Thieaoedhat the algorithms

do not introduce false positive or false negative distractors.

2.4.1.1 Method

Simple surveys were employed to test the correctness of each of the distractor
generation algorithms. Each survey item asked the participant to distinguish between two
similar words, one being the target word and the other a generated distrathat
word. The survey was composed of four sections: rhyming words, orthographic
distractors, phonetic distractors, and misspellings.

Respondents consisted of ten natrglishspeakingcollege graduates, with no
known reading, learning, or hearidgsabilities. Respondents were randomly paired into
five groups, where each group was given the same random subset of questions to answer.
Respondentsanswers were tallied and compared against one another to determine the
validity of the generated itemiéems that were answered correctly by both of their
respective respondents were determined tealid, while invalid items were those for
which both responses were incorrect. Questions that were answered incorrectly by one

respondent but not the otheere marked aguestionable
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The rhyming pairs survey was structured as a series @ny@s questions, each
asking:fiDo these two words rhyme?The survey consisted of 150 word pairs in total,
where 50 pairs rhymed and had parallel spellings Kewgdandsand, 50 pairs rhymed
but had different spellings (e.lgowlandcoal), and 50 pairs had parallel spelling but did
not rhyme (e.gpourandsoun. Participants were given 30 questions to answer in total,
10 of each type, in random order.

The surveys degned to test the orthographic and phonetic distractor generators
presented pairs of words that differed from one another by a single letter cluster or a
single phoneme, respectively. Respondents were asked to listen to the audio
pronunciation of a word antd choose which of the two choices matched what they
heard. 100 questions were generated for each type, and respondents were asked to answer
20 guestions from each, for a total of 40 questions per respondent.

The survey for testing the misspelling genieratlgorithms presented participants
with a single word and a misspelling of that word; respondents were asked to listen to the
audio pronunciation of the word and to choose which of the two choices represented its
correct spelling. Each misspelling waangrated using one of the three different rules:
transposing letters, omitting a letter, or substituting a phonetic cluster. 50 questions were
generated for each rule, totaling 150 questions, and each respondent was given 10 of each

for a total of 30 quekins.

2.4.1.2 Results
Table2-5 displays the total correct responses for items within each category, while
Table2-6 displaysthe distribution of valid, invalid, and questionable items generated by

each éthe four generation algorithms.
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Table 2-5. The proportion of correct responses for each question type by all respondents

Rhyming Orthographic Phonetic Misspellings

Total Responses 300 200 200 300
CorrectResponses 290 198 199 298
Correct Responses (% 96.7% 99.0% 99.5% 99.3%

More than 97% of all items generated were answered correctly by all respondents.
Only 2% of the generated items were considered questionable, and less than 1% were
deemed invalidThese results strongly suggest that the generation algorithms are capable
of producing items that can be correctly answered by literate readers, making them

reliable benchmarks for comparison for literate learners.

Table 2-6. The percentage of each type of question deemed valid, invalid, and questionable

Category Total Valid Invalid Questionable

Rhyming 150 141 94.0% 1 0.7% 8 5.3%
Orthographic 100 99 99.0% 1 1.0% 0 0%

Phonetic 100 98 99.0% 0 0% 1 1.0%

o

Misspellings 150 148 98.7% 0% 2 1.3%

The rhyming items section received the largest number of incorrect responses, with
141 of the 150 rhyming items being answered correctly by all respondents. Of the nine
items that received an ioect response, only one was determined to be invatdh
andsnatchwere said to not rhyme by both participants, despite the CMUdict indicating
that their phonemic breakdown is identical. It is unknown if this outcome was due to user
error or perhapmfluenced by a regional dialect. Of the questionable items, four were

rhyming words that were spelled differentsyan/drawn, sly/nigh, known/sewn,
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squat/do}, and four were nerhyming words with parallel spellinggft/waft, mad/wad,
chap/swap, glad/wd).

The outputs from both the orthographic and phonetic generators proved to be almost
completely correct. In the orthographic section, only one pair was found to be invalid:
expensivavas chosen as the written form of the audicefqransiveoy both respndents.

As the phonetic representations of fleé andfiad in these words sound very similar, this
is not a surprising error. In the phonetic section, no questions were found to be invalid,
and only one pairing was deemed questionahldt(mold.

Of themisspelling items generated, only two were deemed to be questionable. One
respondent identified the correct spellingpoftmentasointmint, a phonetic substitution
producing a very subtle difference between the correct and incorrect spellings. The
secondespondent selected the misspelliragincuffinstead ohandcuff an error that
could have been due to an accidental selection or an oversight. None of the misspelling

items were found to be invalid.

2.4.2 Coverage

The previous section proved that the gration algorithmsan createalid items that
literate readers can reliably answer. However, in order for the generation system to serve
as an effective tool for alphabetics instruction, it must be able to achieve sufficient
coverage of a given curriculuand the skills contained withitt.is therefore necessary
to examine how much material the system can generate, how thoroughly each of the
generators can cover the full range of skills within a curriculum, and at what difficulty

levels each of the gen¢oas is most effective.
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2.4.2.1 Method

To evaluate the generation algorithms for coverage, the output is tested against a
popular early reading curriculum, the Wilson Reading Sy8tefie Wilson Reading
System is a 1-8tep remedial reading and writing intention, where each step is divided
into a series of subteps that introduce new phonological and orthographic skills of
increasing complexity. The Wilson Reading System is advertised as an appropriate
intervention for students in graded 2, as well asor adults with worereading deficits
or dyslexia, and has been used in many adult literacy programs since the late 1980s.

Two different metrics are utilized to evaluate each of the generation algorithms for
coverage. First, it is necessary to examine hwamy of the words in the entire Wilson
program are compatible target words for each generation algorithm. A word is considered
to be a compatible target word if it is capable of generating at least one distractor of the
requested format: for example, terd orangeis not a compatible target word for the
Rhyming Pairs algorithms, as it cannot produce any matching distractors. Second, it is
necessary to examine how many unigue distractors each of these target words can create
on average: for example, whioking for words that differ by a single phoneme, the
target wordpin can produce many distractors by itself, suchespan pain, andpine
By examining how many words in the system can create distractors, and how many
distractors these words can desahe applicability and thoroughness of each generation
algorithm can be estimated for an average curriculum.

However, it is not enough to simply find all words in the Wilson curriculum that meet
the distractor criteria for a given generatonwgll-desgnedcurriculum follows a

carefully-crafted progression of difficulty, slowly introducing more difficult concepts to
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the student only after they have sufficiently mastered the more foundational materials. A
student who has just learned the consonant bieri for example, should obviously be
introduced to words likébrard andfibrimo long before they are exposed to
fibraggadocious The output of the generators must therefore be able to be constmained
orderto filter out words that are beyond the apprate difficulty level for any particular

skill being targeted.

Unfortunately, there is no objective set of rules that specifies where different letter
combinations and phonemes lie on a difficulty spectrum. There are numerous beginning
reading systems ahe market designed to introduce new readers to the alphabetic
principle and teach them lettsound relationships, and each system uses different
approaches to this task, introducing letter combinations, phonemes, and syllable forms at
different phases dhe learning process. Because the generation system is designed to be
programagnostic and to accommodate any individual classée@meferred curriculum,
the system cannot rely on hazdded rules to specify which words and concepts are
fieasieo or Aharcero. Instead, the system requires an instructor to specify their desired
skill progression explicitly.

The system definesskill as a uniqgue combination of two distinct parameters: a
lettersound relationship, and a maximum number of allowed syllab&dgirig on letter
sound combinationsnsureghat students are not being overwhelmed with words that are
too phonetically or orthographically complex for their current level. For example, the
wordsthin andthen with nearly identical spellingsnight be itroduced at different
levels of the curriculum due to tinglifferent pronunciations ah (/TH/ vs./DH/).

Similarly, payshould not be paired witightdespite their shared vowghoneme
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(/EY! ), due to their obvious difference in orthographic compleXite results are also
constrained based on the number of syllables allowed, ensurirzatiatais not
introduced in the same setlzan

From these parameters, the system can automatically compile a set of every word in
the database that targets thistjgalar phonetic skill at the appropriate difficulty level,
without introducing any words that contain skills that are specified to be beyond the level
of a student learning this skill. This is accomplished using the method described in the

following algaithm:

Algorithm 3 Algorithm to select words at each level from a specified skill progressigq

Input:
P B ordered list of phoneme skills

Definitions:
CPR set of all candidate phoneme skills
CW set of all candidate words
TW set of alltarget words

CP[0] =1]
TWI[0] =]
CwI[o] =1
for i inO0...length(P):
p = P[]
CPli+ ” Oldz+ | Opbts+ 1 A |
TWI] ] = all words containing skillp and only skills in CP[i ]

CW[]=CW[ i-1] +TWIi]

The result of this process is two ordered listavofd sets. Each candidate word set
contains every possible unique English dictionary word made up of some permutation of
all encountered phoneme skills up to that point, while each target word set contains all of
these words that contain the current dkdling targeted. While skills that have been

previously encountered will always propagate forward to be included in later target sets,
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no set of target or candidate words will ever incorporate phoneme skills that have not yet

been encountered by the stutlen

The diagram irFigure2-8 gives an example of a set of phoneme skills and the target

and candidate word sets that result from the generation algorithm.

Phoneme a N B s P . i
skills /AE/ T/ P/ /IH/
* o :‘h “mh:""l.:-.._ X _\‘ Seal b
Y e Twy Tpia
at pat it
Target tap tip
words pit
. e
at at at
pat pat
Candidate tap tap
distractors it
tip
pit

Figure 2-8. Diagram of the process of finding suitable target words and candidate distractors for each
ordered phoneme skill

2.4.2.2 Results

Using the full set of words from all steps in the Wilson Reading System, coverage is
evaluated by examining how many words are compatatget words for each
generation algorithm, and how many unique distractors each of these words can create on

average. These numbers are then compared against the results of the same algorithms
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constrained to follow the specific skill progression of thésdh Reading System,

examining how many items are filtered out by the constraining process. For example, the
unconstrained algorithm for finding words that differ by a single phoneme could pair the
target wordgot (G AA T ) with bought(B AA T ), butboughtwould not be an

acceptable distractor in the constrained curriculum due to its more complicated
orthographic structure. (Note that ormmughtis encountered as a target word, the word
gotwould be an acceptable distractor, allowing for the same concstit tie covered

by the constrained curriculum, but simply delayed to a more appropriate time.)

Table 2-7. The percentage of all words that are compatible target words, and the average number of
distractors a single target word can generate, using both restrictive and loose constraints for distractor

selection
Format Unconstrained Constrained % Filtered

Word Similarity

Compatible Target Words 90.0% 89.0% 1.1%

Avg Distractors per Targe 40.6 246 40.0%
Cluster Similarity

Compatible Target Words 98.7% 98.7% 0%

Avg Distractors per Targe 1314.4 338.1 74.3%

Table2-7 displays the percentage of compatible target words across the entire Wilson
word set and # average number of distractors (of any format) that a single target word
can produce. Both tables are broken up according to the general format of the distractors:
thefiword similarityo format refers to any generation algorithm that pairs words with
largdy similar features (e.gin andpen which differ by a single phoneme and a single
letter), whileficluster similarity refers to generation algorithms that target only a single

cluster within each word pair (e glimandrice, whose only similarity ishte shared use
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of the lettern). Because cluster similarity items have much fewer restrictions in finding a
matching pair of words, these item types generate substantially more distractors for a
single word, necessitating the division between these itechhamore restrictive

fiword similarityd generators.

As expected, the cluster similarity items generated a much larger number of
distractors for a single target word, and more than 98% of all words in the curriculum
were capable of producing at least orsrdctor that shares some sort of cluster
similarity. In comparison, roughly 90% of all words in the Wilson curriculum were found
to be compatible target words for word similarity items. Few to no words were filtered
out from either format during the cdraning process, illustrating that even when the
system limits the potential pool of distractors for a given target word, nearly every word
in the system is still capable of being assessed to some degree through the distractor
generation process. As tharpary goal of the generation system is coverage of all input

materials, this is a very positive and promising outcome.

2.4.2.2.1 Rhyming Pairs

There are multiple ways that the rhyming pairs generator can be applied to create
distractors: the system caresg pairs of words that rhyme and have parallel spelling,
words that rhyme while having different spelling patterns, and words that have parallel
spellings but do not rhyme. Each of these rules tests understanding of phonetic and
orthographic patterns i different unique way, and each requires a different set of

criteria for generating appropriate items.
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Table2-8 andTable2-9 outline the percentage of words that are compatible target
words for each dthese different rhyming formats, and the average number of distractors

that each compatible target wardn generatéor each format, respectively.

Table 2-8. The percentage of all words that are compatible target words for each type of rhyme item

Format Unconstrained Constrained % Filtered
Rhyme: Same Spelling 56.2% 39.9% 63.9%
Single syllable 78.0% 73.8% 52.7%
Multi-syllable 37.8% 9.5% 90.1%
Rhyme: Different Spelling 39.4% 14.2% 30.7%
Single syllabé 60.2% 28.5% 5.4%
Multi-syllable 21.8% 2.2% 74.9%
No Rhyme: Same Spelling 18.3% 9.6% 47.7%
Single syllable 28.8% 19.4% 32.5%
Multi-syllable 9.4% 1.2% 86.9%

Table 2-9. The average number of distractors that can be generated from a given target word for each type
of rhyme item

Format Unconstrained Constrained % Filtered
Rhyme: Same Spelling 8.6 6.5 71.8%
Single syllable 9.4 7.1 66.6%
Multi-syllable 7.3 2.7 95.9%
Rhyme: Different Spelling 5.2 4.1 47.8%
Single syllable 6.1 4.3 28.5%
Multi-syllable 3.1 1.3 90.9%
No Rhyme: Same Spelling 24 2.3 50.5%
Single syllable 25 2.4 36.1%
Multi -syllable 2.2 1.0 93.7%

The results show that all three of the rhyming pair formats are substantially more
effective for singlesyllable words than for mulsyllable words. The most widely

applicable format is for rhyming words that are spelled the same, covering nearly 40% of
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all words in the constrained curriculum and over half of all words when uncondtraine
The least applicable format targets words that are spelled the same but do not rhyme; in
both the constrained and unconstrained item sets, or®@%0Dof all words were capable

of producing even a single distractor of the appropriate format.

Each compalble target word was also found to produce a fair number of distractors.
Samespelled rhyming target words were the most successful at producing distractors,
with differentspelled rhyming target words also producing distractors each on
average. Samspelled target words that do not rhyme were able to produce notably fewer
distractors, likely due to the relatively uncommon existence of such words in English. As
before, multisyllable target words performed more poorly than sisgliable target
words,especially after the curriculum was constrained; because words must have
identical trailing phonemes to be considered to rhyme, it stands to reason that words
made up of fewer syllables (and therefore fewer phonemes) would produce a greater

number of rhyrmmg pairs.

2.4.2.2.2 Orthographic and Phonetic Pairs

The generation algorithms that group words by their orthographic and phonetic
similarity can be applied iseveraways to create questions of different formats.

One application of the algorithms for fimg phonetic and orthographic pair
similarities is to find words that share a single common sound or letter cluster. There are
three distinct ways that these word pairs can relate to one another. First, two words can
both contain the same phoneme represkhbiy the same cluster of letters: for example,
poleandhomeboth share the vowel phonert@W/ represented by the letter Second,

words can share the same phoneme that is represented by a different cluster of letters:
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pitchandchop for example, bothantain the phonem&H/ , produced by the lettetsh
in one word anahin the other. Finally, words can share the same cluster of letters that
do not produce the same phoneme: in the caseughandthough the lettergh either
produce the phoneniE/ or are not vocalized at all.
Table2-10andTable2-11 describe the percentage of compatible target words across
these three formatéigame/same fisame/difd, andfidiff/samed, respectively), and the
numker of distractors each of these target words can produce on average. The results are
further separated according to whether the shared cluster is a consonant or a vowel, to

provide a more thorough picture of which types of clusters produce the mosttdistrac

Table 2-10. The percentage of all words that are compatible target words for each type of orthographic pairs
and phonetic pairs item

Consonants Vowels
Format Unconstrained Constrained Filtered Unconstained Constrained Filtered
Same/Same 84.8% 82.3% 3.0% 81.8% 78.2% 4.4%
Single syllable 84.9% 84.9% 0% 84.1% 83.1% 1.1%
Multi-syllable 84.7% 78.0% 5.6% 79.9% 74.0% 7.4%
Same/Diff 83.7% 64.8% 22.6% 84.3% 68.0% 19.4%
Single syllable 83.3% 49.7% 40.3% 85.2% 64.2% 24.7%
Multi-syllable 84.1% 77.6% 7.7% 83.4% 71.1% 14.8%
Diff/'Same 75.9% 38.4% 49.4% 89.2% 76.5% 14.2%
Single syllable 70.6% 21.2% 70.0% 85.0% 69.1% 18.8%
Multi-syllable 80.3% 53.0% 34.0% 92.8% 82.9% 10.7%

When unconstrained, roughl®-80% of words were compatible as target words for
each of the three formats. Once constrained, roughly 20% of these words became no
longer valid for producing sarghonem@ifferentletter pairings for both consonants
and vowels. For differeqpthonemésane-letter pairings, the constrained data set filtered
out nearly 50% of the compatible target words for consonants, but only approximately
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14% of vowel target words were invalidated. This is not surprising, as it is more common
for vowels to produce differg sounds (e.g. long and short vowels) and for these
concepts to be introduced early in a curriculum, while diffeseninding consonants tend

to be exceptions that would not be introduced until a more advanced reading level.
Additionally, these formats el to perform better for mutgyllable words, due to the

greater number of clusters available in these words to be matched against other words.

Table 2-11. The average number of distractors that can be generated from a given target word for each type
of orthographic pairs and phonetic pairs item

Consonants Vowels
Format Unconstrained Constrained Filtered Unconstrained Constrained Filtered
Same/Same 267.3 88.6 67.9% 158.4 69.8 57.9%
Single syllable 213.2 84.6 60.3% 207.7 104.2 50.4%
Multi-syllable 313.3 92.2 72.2% 114.3 36.9 70.1%
Same/Diff 192.9 69.7 72.0% 102.3 35.9 71.7%
Single syllable 122.3 73.0 64.3% 77.1 32.1 68.7%
Multi-syllable 252.2 67.9 75.2% 124.1 38.7 73.4%
Diff/'Same 55.6 24.5 77.7% 726.1 135.2 84.0%
Single syllable 134 17.5 61.0% 229.8 100.7 64.4%
Multi-syllable 87.0 26.9 79.6% 1111.2 159.6 87.2%

Because these pairings do not require there to be any similarities between two words
other than their shared cluster/sound, itemfie$e format have the potential to generate
a very large quantity of distractors for a single word, even when the results are
constrained. The constraining process filters out approximate®p®8®of distractors for
each format, but even after this, therage number of distractors feachtarget word
ranges from roughly 24 to 135. Once again, raytiable words perform better than
singlesyllable words due to their greater number of clusters to be matched against. As
every target word has three possibpl®nemdetter clusters for every syllable it contains
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(where each syllable is made up of ongaivel-coda triplets), and each of these clusters
can produce its own set of distractors, words with more syllables have a greater chance of
producing more making items.

Another application of the algorithms for finding phonetic and orthographic pair
similarities is to find words that differ from one another by a single phoneme or letter
cluster. These items are far more restrictive than the previous forouatjng the two
words to be identical beyond their single different feature. As such, we expect
significantly fewer items to result from pairings of this type.

Table2-12 andTable2-13 break down the peentage of compatible target words for
words that differ by a single phoneme and words that differ by a single letter cluster, and
the average number of distractors each of these words can produce, resp&estety.

are further divided according to wther the differing feature is a consonant or a vowel.

Table 2-12. The percentage of all words that are compatible target words for word pairs that differ by one
phoneme and one cluster

Consonants Vowels
Fomat Unconstrained Constrained Filtered Unconstrained Constrained Filtered
One Phoneme 58.1% 38.0% 34.7% 38.7% 26.7% 31.0%
Single syllable 84.9% 80.3% 5.4% 70.4% 57.4% 18.5%
Multi-syllable 35.5% 2.1% 94.1% 11.8% 0.7% 93.7%
One Cluster 58.7% 38.5% 34.% 31.0% 22.9% 26.2%
Single syllable 84.8% 80.8% 4.8% 59.0% 49.5% 16.1%
Multi-syllable 36.5% 2.8% 92.4% 7.3% 0.4% 94.6%

The results show that there is a substantial difference in how applicable these types of
items are for singleand multisyllable words: when the curriculum is constrained, less
than 3% of all multisyllable words were found to be compatible target words for both

consonant and vowel features, while@b of singlesyllable words were compatible,
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depending on the format. This is notexpected, as the more syllables a word contains,
the more restrictive the matching algorithm becomes: words with one syllable need only
to match two out of their three letter and/or phoneme clusters, whileyihadole words

must match on five out of sixyareesyllable words on eight out of nine, etc.

Table 2-13. The average number of distractors that can be generated from a given target word for word
pairs that differ by one phoneme and one cluster

Consonants Vowels
Format Unconstrained Constrained Filtered Unconstrained Constrained Filtered
One Phoneme 16.0 12.7 48.1% 3.5 2.3 56.1%
Single syllable 22.7 13.1 45.6% 4.0 2.3 53.7%
Multi-syllable 2.4 15 96.4% 1.3 1 95.0%
One Cluster 16.6 13.5 46.6% 2.3 1.8 56.1%
Single syllable 23.9 13.9 44.3% 2.5 1.8 40.2%
Multi-syllable 2.2 1.3 95.4% 1.1 1 95.3%

Words differing by a single consonant phoneme or letter cluster were able to produce
significantly more distractors for each target word than vowekslylitue to the greater
number of consonants to choose from: there are only 15 vowel phonemes in the CMUdict
compared to 24 consonant phonemes. Additionally, a consonant cluster can be matched
in the onsebr coda of every syllable, where vowels can be tmedoonly in the middle of
a syllable. Despite this, singtyllable target words were found to produce roughly 2
vowelbased distractors each, and closer to 13 consdaaed distractors each, making

this still an effective generation method for producisgessments.

2.4.2.2.3 Misspellings
Unlike the previous sections, the algorithms for generating misspellings do not rely

on pairing real words together based on shared features: target words are simply
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transformed into different, nereal words. As suchthere is no difference in the results
between a constrained and unconstrained curriculum, because the distractors do not come
from the curriculum itself.

Table2-14 outlines the percentage of compatible target words and the averag
number of distractors that can be generated for each of the three misspelling rules:

transposing letters, omitting letters, and substituting letters phonetically.

Table 2-14. The percentage of all words that are compatible target words and the average distractors
generated by each target word for each misspelling rule

Misspelling Rule Compatible Target Words Distractors per Target (Avg)

Transposition 71.6% 15
Single syllable 58.1% 0.8
Multi-syllable 81.6% 2.0

Omission 68.6% 1.6
Single syllable 56.9% 1.0
Multi-syllable 77.4% 2.0

Phonetic 84.4% 2.2
Single syllable 68.6% 1.0
Multi-syllable 98.7% 3.1

Across the entire Wilson curriculum, roughly-88% of words weréound to create
at least one type of misspelling. On average, each rule was found to produce one
misspelling for every singisyllable target word, and-2 misspellings for mulisyllable
targets. Phonetic substitution misspellings were applicable to the largest number of

words, and were also capable of producing the most distractors per target word.
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2.5 Future Work

The work described in this chapter largely focused on the alphabetics generation
systends potential as a tool for instructors to create tagherage, higlguality learning
materials for their students. The system was evaluated based on how thoroughly it
incorporated the words and skills within a given curriculum, and on how few incorrect or
misleading items it generated. However, all of this evaluation was coddudgtlin a
vacuuno: to truly test the syste@m efficacy as a content creation tool, it must be
evaluated in the actual environment in which it is intended to be used.

In order for the tool to be able to generate materials to supplement classroom learning
for students, it is imperative that the content creators (i.e. the instructors) be able to
harness the tool easily and effectivdycreate the content they want to see. Future work
will test the usability of the creation system from the perspective ehdmser, testing
whether real instructors given the tool are able to generate the content they desire. This
will expose both potential issues in the way that the tool is presented to the end user, as
well as possible discrepancies between the outputteghéy the instructor and the
output returned by the generators. This information will help to inform the design of the
instructorfacing component to eliminate obstacles that could stand in the way of the
content generation itself.

It is also importantd assess the quality of the generated content from a more
subjective standpoint. Although this thesis has examined the validity of the generated
items from the perspective of how little false or misleading information was incorporated
into the final resul, future work should seek to evaluate these items according to how

they compare to hancteated materials commonly used in other programs. Ideally, the
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output from the generation algorithms should be indistinguishable in quality from
materials created ynowledgeable experts; the system is designed to assist instructors in
creating materials faster and more thoroughly than they can do by hand, but is not
intended to produce results that bedterthan human output. Future work should explore
how both intructors and students perceive the items generated by the algorithms in
comparison to handrafted items, to ensure that there is no discrepancy in quality or
reception by real users.

Finally, future work should seek to determine the effectiveness ottierated items
as learning materials. It is important to ensure that the materials output by the system are
as capable of imparting the intended skills to the user as materials currently being used in
existing literacyprograms. Testing this will involveoaducting a longerm learning
study over several weeks or months, wherein students are given regular practice with the
generated materials and their proficiency is measured before and after, using standard
assessment tools. It is the hope that the gestkratterials would prove to be at least as
successful as harateated items in improving assessment scores over time, confirming

their effectiveness as a learning tool.

2.6 Summary

This chapter outlined a system for automatically generating reading esdircisn an
existing set of materials to target phonemic awareness and word knowledge. The system
can generatgems to test a readsrunderstanding of rhyming sounds and letter patterns,
theability to distinguish betweemdividual phoemes and letter gupings and how to
properly spell words and identify incorrect spellings. The results of human evaluations

show that the generated results are almost entirely valid as learning materials, producing
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few to no incorrect or ambiguously correct results tHaeeate reader would not be able
to identify. Additionally, extensive analysis of the output of the ggian algorithms

when run on an establishedrly-reading curriculum shosthe systerés ability to

generate a wealth of learning materials for eddhedifferent skills described above,
even when the output is strictly constrained to only allow for lapelopriate

distractors As such, this chapter concludes with the assertion that it is feasible for a
single suite of generation algorithms to @&st@ sufficient coverage of all alphabetics
skills, and that the system developed here has the potential to be a very impactful and

effective educational tool for beginniigvel adult readers.
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Chapter 3 - Generating Comprehension Items

The ability to go beyond #hexplicit meaning of a text and to make educated
assumptions about the intended meaning not directly stated is a critical reading skill that
poor readers consistently struggle with compared to skilled comprehenders. This process
of inferring implied infomationrequires the reader to identify the important words in the
text, mentally activate the necessary facts about those words, and build relationships
about these facts through rea$d4]. [85] hypothesized that skillegtadersnstinctively
monitor thér own comprehension, allowing them to identify when necessary information
is missing and attempt to fill these gaps with inferences. Poor comprehenders, on the
other hand, tend to approach reading as a task of decoding accuracy ratheefer
awarenes As a result, when readers fail to form an accurate mental representation of a
text, they are unable to recognize blatant contradictions and inconsis{@6tieven
when theyare able taefer back to the tex87].

This chapter discusses the desifjibwm questiongeneration systems for creating
practice materials at the comprehension level, both of which target atsealoiéity to
draw inferences in different waySection 3.1 begins with brief overview of previous
work in readingbased questiogeneration systems. Section 3.2 describes a novel
algorithm for introducing inconsistencies into an existing text which maintain local
consistency while disrupting the logical meaning of the entire passage, and outlines the
results of a human evaluation the quality and reliability of the generated items. Section
3.3 describes an algorithm for generating items to challenge a@eabdity to

understand the function of different discourse connectives, and evaluates the validity of
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the resulting items.iRally, Section 3.4 concludes with a brief discussion of the

contributions of this chapter amdsummary of the findings

3.1 Previous Work

Severalprevious studies have described systems for automatically creating exercises
to target different aspects laihnguage learning and vocabulary assessrié3itdescribes
a method of generating distractors for assessing an ESL égatidity to distinguish
semantic nuances between vocabulary wqidg.utilizes WordNet word relations and
frequencies to generatiistractors for vocabulary words from equatlyallenging terms.

[75] and[76] both explore methods of generating distractors of different classes designed
to indicatespecificdeficiencies in phonetic or morphological vocabulary mastery. Others
focus on gnerating exercises for quizzing or knowledge testing purp@sg8sexplores
generating gafiill exercises from informative sentences in textbooks, Wi locates
suitable distractors for medical texts from dorrgjrecific documentdoth methods

chocse distractors from other sentences in a constrained set of source texts rather than
relying on external corpora.

A few studies have focused on more compreherspatific exercises, generating
distractors that are semantically similar to the target W@8].proposes a method of
generating semanticallsimilar distractors to the target word using constsitive
lexical inference rules. The distractors generated using this method are contextually and
semantically similar to the target word, but notha tontext being used in the sentence.
The RevUP system described@0] utilizes a word vector model trained on the desired
text domain to find semanticatlsimilar words and verifies their similarity using

WordNet synset481] generates semanticalbymilar distractors using distributional data
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obtained from the British National Corpus, and utgitee Googlen-grams corpus to
determine each generated distra@qrobability of occurring with its surrounding terms.

[84] describes the creation of a sy® called DQGen which generates cloze questions
for testing different types of comprehension failure in children, including one method
which createsiplausibl® distractors that create contextually sensible sentences in
isolation but do not fit in the coext of the rest of the text. Their systatsoutilizes the
Googlen-grams corpus for finding semantically consistent distractors for these sentences.
However, their attempt to generate distractors at the sentence level that are contextually
inconsistentt the passage level returned limited results, as most target words were found

to be easily distinguishable without needing previous sentences for context.

3.2 ldentifying Locally-Consistent Inconsistencies

Similar to the type of comprehension failure asseent described by the DQGen
systemthe generation algorithrdescribed in this sectiageeks to produce a form of
comprehension monitoring exercise that introdutesally-consistent inconsistencies
into the text, testing contextual understanding &wedr¢adds ability to identify
mismatches between the text they read and the mental model theyrhislgaper
asserts that lacally-consistent inconsistency should make sense both grammatically and
logically within its surrounding narrow context, aitould not make sense within the
broader context of the text. This type of exercise encourages engagement and focus while
reading: because a wdtirmed item should not have obvious inconsistencies within a
narrow reference frame, the reader must actigehstruct meaning and incorporate it
into their mental model to identify the correct ansvggure3-1 gives an example of the

type of item that the generator should produce: when looking at a narrow caltitind,
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word choicesare logical selections for the blank, but when the meaning implied by the

surrounding text isonsideredonly one choice is sensible.

(a) ...to stay{open / safe/ quiet / downG T A3 «z Z

(b) Keep away from windows to stajopen / safe / quiet / down} during a hurricane.

Figure 3-1. (a) In a narrow context, all four word choices are equally fitting; (b) In the full context, only the
target word logically fits

A unique application of the Google Boaokgyrams corpu$83] is explored for
generating reasonabiecally-consistentistractors for a blanked word. Googlgrams
is a massive corpus containing frequency counts for all unigrams thregrgims that
occur across all texts in the Google Books corpus.

The system begins by gathering everytzough 5gram in the original sentence that
contains the target word. If the sentence contains multiple clauses, only the clause which
contains the target word is considered. The system then employs a slidingvwindo
gather alih-grams ¢ ¢ v within the clause of the form

O 8 ho R 8B ,wherethetargetword occupies each positign 0
¢. The entire Google corpus is then queriedhfgrams matching each pattern

V& ho& T émw 8 p 0O & ,whered &) ¢ liepresents the part of
speech of the target wotd (obtained using the Stanford R@f-Speech Taggdp4]).

If the query returns no results, the system gttsrto generalize the pattern further by

replacing proper names and pronouns with their part of speechRi¢see3-2).
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Distractor queriefollow a backoff model, usinghr-grams of size& va& . For
eache -sized pattern seeined, the system identifies the intersecitaf all words at
indexo (limiting the results to the top 100 for the sake of performance).

James Brown [VBD] up

[NNR [VBD] up |  Moseslifted up
Sarahstood up

Figure 3-2. When n-gram queries return no results, specific terms are generalized to increase the likelihood
of finding a match

None of the generated distractors should fit the blank as effectively as the target
word, necessitating the remowadlall words inO that are likely to make too much sense
in context. Because synonyms can often be used interchangeably in the same sentence, all
words are discarded that are direct synonyms dfdentified using synsets gathered
from WordNet). From the final séDgethe system selects the three Idestiuently

occurring distractors in the Google corpus.

3.2.1 ldentifying Contextually-Relevant Words

The previous section described the method of selecting distractors for a generated
blank. However, not every wosglould make a useful question. The system needs to
specifically prioritize words that are contextually relevant to the meaning of the passage;
if the readecaninfer the sentends intended meaning with this word removed, then the
task of replacing the wdrshould be straightforward. The system considers a word to be

contextually relevant if there are enough context clues in the surrounding text for the

3 http://wordnet.princeton.edu
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reader to understand the t@&intended meaning even when the chosen word has been
removed or replaced.

The system begins by considering every content word in a text to be a potential target
word. Function words (articles, pronouns, conjunctions, etc.) are discarded from the pool
due to their closed nature and frequent appearance across documents. Howkeer, u
several other studige.g.[88, 89]), content words are not eliminated based on their
global word frequencies: target words that successfully challenge comprehension of the
surrounding context should implicitly test mastery of the more challengingsan the
passage, regardless of the difficulty of the word itself, because a text cannot be fully
comprehended unless the reader can parse and understand the vocabulary. However,
local word frequencies are considered, and words whose stemmed formsappbar
document multiple times are eliminated to ensure that readers cannot identify target
words based solely on shderm memory recognition.

Because these exercises are designed to test comprehension rather than background
knowledge, questions aretrintended tdiquizo readers on facts, as is the case in many
other studies (e.g90]). Therefore, classes of words that typically present factual
information and could be easily exchanged for any other word of the same class,
specifically named entitiemnd numbers, are discarded as potential target words (as

demonstrated ifigure3-3).

In the fall 0f2012, the New York City government began receiving unusual complaints.

By the timeCaliforniabecame a state, it was alreadyn important place for farming.

Figure 3-3. Examples of poor target words
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After this filtering step, the remaining set of words serves as the ppoteritial

targets

3.2.1.1 ContextualScope

Individual ®ntences in a passage are rarely conceptually independent from one
another. True understanding of a sentéogeaning often relies on information that has
been gathered from previous sentences in the passage.

[91] found that traditional clozstyle compehension questions are not good
indicators offintersentential comprehensigrihe ability to process and apply
information across sentence boundaries. The ability to integrate previeadly
information into oné mental model and carry this informatibmough to later sections
is a necessity for making inferences about a text and identifying inconsistencies, both of
which are critical skills for comprehensida2] verified this fact in studies that asked
readers to resolve anomalies in a written tiey found that readers of all skill levels
were equally able to identify and resolve textual inconsistencies when the resolving
information was in an adjacent sentence, but when the information was further apart in
the text, poor comprehenders performigghificantly worse.

To attempt to address this issue, the system explores several different contextual
fiscoped when attempting to find pairs of words with contextual links. Adjusting the
scope of included information allows the method of selecting targets to incorporate
potentially relevant or necessary context words that a reader has internalized from the
sentences they have already read, challenging their intersentential comprehension and
mental modeling. Potential context words for a given targetiwere chosen from only

the target sentence, as well as from the target sentence and one or two sentences previous.
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The pool of scope words for each sentence is filtered less rigorously than the pool of
potential targets, as many of the word classestlae poor target words are poor
choices specifically becauieey provide important facthat can be leveraged for
context. Therefore, only function words are removed from the pool, leaving named

entities, numbers, and frequentigcurring words as potaal context words.

3.2.1.2 WordCo-occurrences

By definition, words that coccur regularly are likely to have a contextual and/or
semantic relationship to one another. The system therefore leveragesucence
likelihoods between wordse select the ptential blanks with the strongest relationship to
their scopespecific context words.

Word caoccurrence likelihoods are represented using the word vector space model
GloVe[93], trained on 4zillion tokens. The GloVe model formulates word vectors such
that the dot product of any two word vectorst 0 represents the logarithm of the two
wordsdprobability of ceoccurring together in a document.

The goal is to find the scope word for each potential blank with the highest likelihood
of co-occurring with that blanked word. Using the GloVedsl, for each potential blank
@ N 8, the system locates the closest scope wmndthe set of all scope word¥for that
blank such thatchio 1 &QQéwtaru! i N "Ysuchthatd 6 Qd ¢ o @ dach
of these pairs is added the pool of contextuallyelevant words.

The system also uses theseocourrence likelihoods to eliminate all potential

distractorsQ~ ‘Osuch that0d t'Q 0t dH§whereGis the closest scope word in the

63



pair U o hbecaise these words havénigherlikelihood than the target word of co

occurring with their context words.

3.2.2 Evaluation

To evaluate the quality of the generated items, respondents were asked to answer fill
in-the-blankmultiple-choicequestions where thaconsistencies were presented as
choices alongside the target word. 120 reading comprehension text passages were
randomly selected from the corpus at ReadWork4.oagging in Lexile level from 100L
to 1000L, and a single sentence was selected frompassiage, presented to the
participants as multiple-choicequestion with the target word and three locally
consistent distractor words as choices.

The guestionnaire was separated into two sections, both of which asked participants
to answer the blankedultiple-choicequestions. The first section presented each
guestion at the phrase level (i.e. the blank surrounded by a small subset of the words in
the full sentence). The words to include in these phrases were selected by hand to present
the blank in a ngresentational narrow context. The second section presented the full
blanked sentence, surrounded by the context of the entire passage (or, in the case of
particularly long passages, by relevant paragraphs from the full text). For both sections,
participarts were presented with four word choices for each blank, and were asked to
selectall of the words they believed logically fit the blank.

67 native Engliskspeaking volunteers provided their feedback through an anonymous
online questionnaire. Each parfiant was given a random subset of questions from each

section to answer: 20 phraksvel questions, and 10 sentetleeel questions.

4 http://www.readworks.org/
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Participants were not aware that the questions were generated automatically and were not
informed of the research objectsser what we hoped to obtain from their answirs,

avoid potential feedback bias.

3.23 Results

The content validity of the questions and the chosen distractors was determined by
examining the proportion of words that fit each blank in a narrow contextrids that fit
the same blank in the broader context of the surrounding text. In an ideal question, the
target word and all distractors should fit in the narrow context, and only the target word
should fit given the full context. Thus, for target wordie &im is for 100% fit in both
contexts; for distractors, 100% should fit in the narrow context and 0% in the full.

As can be seen ihable3-1, the proportion of distractors deemed to fit the blanks in a
narrow context increasasibstantially as increases, while the proportion of target words
chosen to fit is relatively unaffected. This pattern also holds true given the full context,
although to a lesser extent.

On average, 58% of all distractors generated were deemed tthigrigiven blanks
in a narrow context, although this number is skewed by the poor performance of the
bigram model. The-gram model was the begerforming for finding distractors that fit
in the narrow context, achieving an average fit of approximaty. Asn increases,
more of the syntactic and semantic features of the phrase can be incorporated into the
distractor selection, increasing the chances of the selected word making both grammatical

and contextual sense widti of the words in the phrase.
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Table 3-1. The percentage of distractors and target words chosen to fit each blank given the narrow context
and the full passage

Narrow Full
Distractor Target Distractor Target
n=2 30.9% 93.1% 3.1% 98.0%
n=3 57.7% 92.4% 7.0% 93.8%
n=4 67.1% 89.9% 21.9% 95.5%
n=5 74.1% 93.2% 13.2% 91.3%
All 58.0% 92.1% 11.6% 94.6%

Less than 12% of all distractors on average were deemed to fit the same blanks when
given the full context, though thegkam modehad the worst performance with nearly
22% fit. The bigram model performed best in the full context with approximately 3% fit;
however, its poor performance in the narrow context suggests that these words are
obviously incorrect and therefore not suitablgradctors.

Table3-2 compares the proportions of distractors fitting within each context across
bothn-gram model and scopsi(throughs3). The same pattern of increasing fit with
higher values of can be observed within eactope. However, the scope does not

appear to have a significant effect on the quality of the distractors generated.

Table 3-2. The percentage of distractors fitting each blank given the narrow and full context, for each scope

Narrow Full
sl s2 s3 sl s2 s3
29.5% 31.9% 27.9% 3.2% 3.0% 3.4%
53.7% 61.2% 61.0% 4.6% 10.2% 11.1%
64.8% 66.7% 66.1% 25.3% 18.9% 21.5%
75.7% 75.9% 75.0% 13.6% 13.9% 20.6%
All 56.2% 59.4% 56.9% 10.4% 11.9% 135%

5 5 O O
1
a b~ wN

Results suggest that largegrams are significantly more effective in creating

sensible distractors that make sense within a narrow context, and that a large portion of
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these distractors become no longer suitable once the full context of the gasshgen
introduced. This suggests that this method is a promising first step towards the generation

of these types of comprehensidmallenging exercises

3.24 Limitations and Future Work

The proportion of words deemed to fit in the narrow contextdovesr than
expected for both target words and distractors. It is possible that the concept of words
ffittingoin a sentence fragment may not have been fully understood by some patrticipants.
For example, many respondents said that the werdwas not a stable fit for the
phraseHidalgo _ about thidn this case, some participants may have struggled to
identify the phrasal verito go about as being grammatically correct because it clashed
with the other choicedhéard agreed said), where they milgt have chosen it to fit if it
had been presented independently. A future study will explore a less subjective method of
evaluating target words within a narrow context.

Perhaps the biggest weakness in the current method lies in filtering out fitting
distractors. As indicated in the resu#sction approximately 12% of all the distractors
generated using the algorithm were deemed to make as much sense in context as the
target word. The majority of the distractors chosen to fit within their full contexts we
observationally found to bnearsynonyms of the target word (for example, the words
turnedandflushed which are not obvious synonyms but are interchangeable given the
context of the phradeer face _ refiWhile WordNet was employed to remove
direct synonyms, a more robust synonfiltering process seems necessary for future
work, taking advantage of the alreaalylized corporao identify semanticalhsimilar

word pairs
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Further exploration should alk® done into how sentential scope affelststarget
word selection process. The evaluation in this thesis examined the effectiveness of
finding contextuallyrelevant words to the target word when considering context words
from the same sentence and up to two sentences before the target,thiatlthg scope
had no discernible effect on the validity of the items generated. Future work should seek
to determine if further extending the scope to include even earlier sentences, or
incorporating subsequent sentences into the scope, would hawenoticeable effect
on item validity. It would also be beneficial to explore whether the target words selected
are moreor less suitable for targeting comprehension as the scope of available context is
modified, necessitating the development of an evalnatiethod for determining the
quality of the target words selected.

Additionally, it is important to explore whether the content of the passages used
influenceshe validity of the output. Future work will seek to determine whether the
reading level of theassage, or its format or content (e.g. newspaper article, literary
story, poem), has any noteworthy impact on the output of the generators and the success
of the algorithm.

Finally, alongside improvements to the question generation alg@sithenformane,
future work should also seek to prove the efficacy of these types of exercises in targeting
the reading comprehension and inferentaking skills of the intended user base. This

process will involve further user evaluation, this time involving-lderate readers.

3.3 Applying Connectives
Cohesive devices are frequently used to aid in the integration of information between

successive sentences and clauses, providing critical scaffolding to allow for the
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production of inferences [50]. Discourse connexgiare cohesive devices used to imply
the relationship between otherwise disconnected parts of a text. Different types of
connectives are used to imply different coherence relations: for example, words like
fbefored andfaftero indicate a temporal conneati between two events, while words like
fibecauseandiisad indicate a causal relationship. The application of the wrong
connective, or the misinterpretation of a conne@&ivenction in a text, can change the
entire meaning behind what is read.

For exampg, thesentencé&arah ate breakfasthdshe went to wortells the reader
very little about Sarah: all we know is that she performed two actions at some time, but
the significance between these two events is unknown. However, the sedesttate

breakfast becauseshe went to worlatroduces several implications: as readers, we can

infer that Sarah does not usually eat breakfast, and that Sarah likely works a physically
demanding job requiring her to eat before she goes. While neither of these facts were
explicitly stated, the use of the connectilbecauseto link the two clauses of this
sentence provides us with key information to fold into our situation model and allow us
to gain a better understanding of the meaning behind the text.

Research has showimat poor comprehenders consistently struggle with the proper
application of discourse connectif@§, 97], particularly those that encompass temporal,
causal, and adversative relatig@8]. Being able to correctly interpret and apply
connectives whereading is imperative for comprehension and the accurate maintenance
of a readeds situation model. As such, we wish to generate exercises that target ésreader

understanding of connectives and their functions.
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To accomplish thisall the connectivem eachtext are identified by utilizing an end
to-end discourse parser developed®8] which is modeled on the Penn Discourse
Treebank, a large corpus of English texts annotated with their discourse structure and
semantic$100]. The parser is designed terdify all implicit and explicit discourse
connectives within a text, including their semantic classes and their relation type.
Semantic classes are grouped into one of four categories: Temporal, Expansion,
Contingency, and Comparison. Each of these catggencompasses a set of subtypes
that describe their role in more detail: for example, a contingency connective can be one
of cause(e.g.fEverything changedhenthe Fire Nation attacked).or one ofcondition
(e.g.fil won@ be hungryif | eat this sandich.0). The semantic class of a connective and
its subtypes dictate what purpose it serves within a sentence and the relationship that it
implies between two connected clauses.

With this information, it is then possible to create questions to test betuaés
understanding of the meaning of connectives and their ability to infer the relationship
between two pieces of text. The generation system begins by parsing a given passage and
extracting allexplicitdiscourse markers within. If the parser ideatfthat a discourse
marker contains an explicit discourse connective, that connective can then be removed
from the original text and turned intavaultiple-choicequestion. Each of these
connectives is compiled into a set of potential distractymupedaccording to their class
and subtypeOnce all candidate connectives have been removed from the text, distractors
are then randomly selected from the pool of all possible connectives, where each
distractor is required to have either a different classttiatarget word, or be of a

different subtype of the same class, as connectives of the same subtype within the same
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class are often largely interchangeable in meaning (e.g. tengym@tironous

connectives, as in the sentenidde went to the storhen/vhile/asl took a najm).

3.3.1 Evaluation

To evaluate the quality of the items generated by the connectives algorithm, ten
nativeEnglishspeakingcollege graduates with no known reading disabilities were asked
to answer a series of randonggnerateadnultiple-choicefill -in-the-blank questions. 100
guestions were generated from a set of reading comprehension passages obtained from
the Marshall Adult Education projéctanging in difficulty from CASAS levels 26235.
Respondents were paired into five greupwith each group given the same 20 questions
to answer, and their answers were tallied and compared against one another to determine
how many of the generated distractors were valid, invalid, and questionable.

Each question took the form of aifi-the-blank multiple choice, where a connective
was removed from the original text and presented as one of four possible choices, along
with three other connectives of a different class and/or subtype. Respondents were asked
to selectll connectives that woulldgically fit in the given blank in each sentence,

allowing for more than one answer per respondent per question.

3.32 Results
Table3-3 shows the total number of responses received by all respondents, and the
ratio of correcta incorrect responses. Note that, although there were 100 questions and

each question was answered two times, a question could receive more than one answer,

S http://resources.marshalladulteducation.org/
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allowing for more than 200 total responses. 225 choices were selected altogether, 196 of

them beinghe correct answer, resulting in 87.1% of the responses being correct.

Table 3-3. The proportion of correct responses selected by all respondents

Total Responses Correct Responses  Correct Responses (%)

225 196 87.1%

In a perfect case, all 100 of the targets would be chosen, and all 300 of the distractors
would not, resulting in exactly one fitting answer for each question. The distribution of

correct and incorrect answers for each target and distractispiayed inTable3-4.

Table 3-4. The percentage of connectives questions deemed valid, invalid, and questionable

Targetvalid Distractor valid | Distractor invalid  Distractor questionable
All 100 300 300 300
Identified 96 273 4 23
% ldentified 96.0% 91.0% 1.3% 7.7%
Total 92.3% 6.8%

96% of all targets were identified by both respondents as being the correct answer,
and 91% of distractors were identified as being incorrect. ©8@® distractors, only 4
were identified as being fitting answers by both respondents, and 23 were identified as
fitting by only one of the two respondents, making them questionable. Combined, this
resulted in 92.3% valid choices, and 6.8% either inv@liquestionably validThese
results suggest that the current method of selecting connectives from a passage and

replacing them with random distractors of a different class is an effective method for
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creating valid questions imostcases, but further curag is necessary to avoid

introducing falsenegative distractors.

3.33 Limitations and Future Work

The results in the previous section show that over 90% of the distractors generated
were found to be valid. Texamine the invalid and questionable digtves more closely
Table3-5 breaks down the connective classes of each tdigiactor pair to determine
potential patterns of which connective classes were found to function interchangeably in
the same context. Note that thes@o distinction made between which choice was the
target and which was the distractor, because both choices were deemed to be equally

valid for the context in which they were presented.

Table 3-5. The distribution of connective classes that were deemed to be interchangeable when included as
choices for the same question

Temporal Contingency Comparison Expansion
Temporal 12% - - -
Contingency 24% 4% - -
Comparison 28% 12% 0% -
Expansion 8% 8% 4% 0%
Total 2% 24% 4% 0%

The results show that the vast majority of questions with more than one fitting choice
included a temporal connective: roughly half of all such questions contained a temporal
connective alongside either a contingency or comparison cowaewhile in some
cases, two temporal connectives of different subtypes (i.e. synchronous and

asynchronous) were deemed to fit in the same context. In several cases, a comparison
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connective and a contingency connective were found to be equally fittiegonly

combinations that were not found to be interchangeable in any context encountered were

two comparison connectives and two expansion connectives with different subtypes.
These results suggest that temporal connectives are likely to be the mtsnptmb

for being interchangeable with other classesaninghat questions that test knowledge

of temporal connectives need to take extra care when selecting distractors that are

sufficiently different in meaning. Future work will further explore thigpbmenon to

examine when and how temporal connectives are likely to be interchangeable with other

connectives, and whether certain connective classes and subtypes are more likely culprits.

By determining this, future versions of the algorithms will bedvettjuipped to generate

distractors that do not fit in the desired context, improving the validity of the results.
Finally, as has been discussed in previous sections, future work should seek to prove

the efficacy of these types of exercises for targetifegencemaking skills in low

literate readers, and to determine whether the reading level or content of a given passage

has an effect on the validity of the output.

3.4 Summary

This chapter described two unique reading comprehension question generation
algorithms, each of which was designed to target a réadébility to draw inferences and
identify inconsistencies within a text. The first system, an algorithm for introducing
locally-consistent inconsistencies, was found to be effectimeainycases foreplacing
words in a text with words that both make sense in a narrow context and do not make
sense in the full context of the passage. The results showed that the Google-Books

grams corpus can Iseiccessfullyapplied in new ways to assist in the creatof
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comprehensiomonitoring questionsThe second system, an algorithm for testing a
readeés ability to apply discourse connectives, was found teve® more successful
human evaluations showed that more than 90% of the items generated were valid
gusstions wih only a single fitting answethis chapter concludes with the assertion that
it is possible for automatic generation systems to create useful anduatity exercises
for testing a readés ability to monitor their own comprehension and dnaferences

about a text by utilizing existingata sources in novel ways
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Chapter 4 - Application Design

This chapter discusses the design of a smartphone application for distributing the
materials generated by the previoudbscribed algorithms to adult learne$gction 4.1
begins with a brief discussion of the current state of the art in both language learning
software and softwaraterface desigffor illiterate users. Section 4.2 describes the
backend structure of the system for distributing the materiaisers, including the
organizational structure of how materials are stored and the formats of all the practice
assessments that the software supports. Section 4.3 describes the specific design choices
applied to the application interface, including guidetimround user experience and the
incorporation of the science of learning. Section 4.4 describes the design of an initial
prototype application and the results of a thadud usability study withow-literate
adult learnersSection 4.5 discusses thleanges anddditions made to the full
application and the final evaluation of this version of the app by both students and
instructorsFinally, Section 4.6 concludes with a brief summary of the outcome of the

software design phase.

4.1 Previous Work

Thisthesis is far from the first study to discuss the creation of a software application
for language education. In fact, the field of Computer Assisted Language Learning, or
CALL, has been prominently researched since the early 1980s, encompassing a wide
array of different technologies, from word processors and web browsers to educational
applications. Educational CALL systems have been shown to be effective methods for

targeting elements of language acquisition thatmative speakers struggle with, such as
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vocabulary knowledgEL01-103] and grammaf104, 105]. However, the majority of

CALL systems are focused ¢anguagdearning (primarily second languages), assuming
that the learner possesses a functional understanding of the basics of written and spoken
language in their own native language, which cannot be assumedidtlate learners.

Software forliteracy learning is nearly always designed for children, and is primarily
studied for its effectiveness compared to traditional intervention methods. diathgs
have demonstrated the significant positive impact of comyastgsted intervention for
improving literacy in children, including preschesed beginning read€rB06],
children with reading disabilitid.07], and children with autisf108]. Thevast majority
of studies on the effectiveness of such software have examined the benefits for
phonological and phonemic awareness, nearly all of which discovered significant
performance gains for those children using the soft{i#y@112]. Other studiebave
demonstrated similar performance gains from software interventions targeting specific
skills such as letter identificatigta13], vocabulanf114], writing and meaning synthesis
[115], and simple reading comprehensjah6].

While there is much resedn to suggest that compuiassisted intervention can be an
effective tool for bolstering literacy skills in younger learners, few software applications
have been designed explicitly for functionally illiterate adults. In {&2f, found that
only half d the technologies currently available in adult education programs today are
designedvith adult learners in mind; the rest are either designed{t2 kearners, or are
devoid of educational features altogether. Much of the adult literacy software ¢isat do
exist is designed to provide textaffolding and other assistive tools for users with

reading difficulties. In 199(,117] discussed the design of a word processing program to
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assist lowliterate adults with grammar, spelling, and word meanings. Itdesgned

with the specific needs and difficulties of the adult user in mind, with a simple interface,
minimal navigation, and a dictionary with easyunderstand definitions. More recently,
[118] developed a robust dictionalike application to providassistive language support
tools, allowing users to look up unfamiliar words and listen to their pronunciation and
definition.[119] explored the development of a tool for enhancing and simplifying text
found on the web, using Natural Language Proceseirlg to automatically simplify,
shorten, and add elaboration to texts to adapt them for less skilled readers.

Other software, like this project, is meant to serve as a learning®0].describe
the creation of several tablet applications designedfwiiteracy adults, with a set of
exercises for punctuation placement, and commoohfused homophones. The study
explored the value of gamification in educational software for adults, finding that
incorporating visual goals and rewards increased leangagemen{l121] explored the
potential of SMS (i.e. text messaging) as a conduit for delivering #eéssmns and
interactive reading quizzes to adult learners, finding substantial improvements in the
reading level of participating users over a relayivaiort period of time.

Perhaps the most related toolthe proposed CAPITAL systeiman Intelligent
Tutoring System called ReadQt22]. Designed to improve reading comprehension for
those with intermediate literacy skills, the project combines a leantegface of
passages and guestions with an authoring tool for instructors to input and customize
materials. The system keeps track of every stddémdividual progress, strengths, and
weaknesses, and presents materials to them accordingly. HoweNerthetsystem does

have the capacity to automatically generate basic vocabulary questions and anaphora
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resolution tasks from a passage, it largely relies on handcrafted and maatedjgrized
materials. Target users responded favorably to the softaltteugh no conclusions
could be drawn about its usability or the letegm benefits of its use.

Fewof these studiesutlined abovalescribe in detail the design of the software and
the ways in which the user interface was tailored to accommodaiédoate users. A
number previous case studies have explored solutions to the chalfeleggning
software to assist illiterate populations in greater depth, but the vast majority of these
differ from this project in two distinct ways. First, nearly all designed to assist with
concrete physical tasks such as naviggtl@3], banking[124], healthcare management
[125], and even text messagifk6]. Second, most have explored how to design usable
technology specifically for illiterate populations in dey@ng countries where illiteracy
rates are exponentially higher, being especially mindful of the unique cultural
considerations for these specific gro(ipa7-129].

CAPITAL differs from these in two notable ways. First, the target users for
CAPITAL are rative English speakers in the United States, which means that this
software is not constrained by the need for cultuwagjgostic iconography. Second, this
software is educational in nature and designechprovethe uses literacy skills, not
simply acommodate their absence. As such, this software faces a unique challenge in
conveying abstract or hightevel learning concepts in a way that is still intuitive and

easilyaccessible for lowiterate users.

4.2 Building the System
Items generated by tlagorithms described in the previous chapters already have an

implicit ordering which stems from their ascribed difficulty level (either from their
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phonetic skills or their originating text difficulty). This is designed to ensure that students
progress ttough the materials beginning with the easiest and working up to the more
difficult items. However, because so many different items can be generated that target so
many different skills, it is important to organize these materials so that students can
acces them quicklygeasily,and intuitively.

The system organizes sets of questions into learning units eabeciseswhich are
sequentially arranged withtourses Students are assigned materials at the Course level,
where each course contains one orerexercises made up of items organized by
increasing difficulty level. The items within each exercise are presented to the student
sequentially in the order specifideéigure4-1 shows a simple diagram of the hierarchical

structue of these components.

Course
Exercise Exercise Exercise

O~~~ | D~ Q-0~| | -~

Figure 4-1. The hierarchy of the distribution system: Each Course holds a collection of one or more
Exercises, each of which serves as a container for generated Items

To make thenuseful for seHguided learning without the supervision of an instructor,
exercises must be supplemented with additional features. Exercises take the form of
miniature assessments, through which the student can be presented with several different
possibleoptions for an answer to a given exercise and have the student select the correct

choice to demonstrate their mastery of a concept.
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Phonological awareness and word analysis exercises both target sounds within a
word. As such, meaningful sounds must be jled to the learner. To supplement the
transcribed phonemic breakdowns of the words in the system, the system includes an
audio filefor each word, obtained from the Google dictionary. For exercises which test
basic word understanding, many words are atsmmpanied by a clear representative
image which were hanskelected from OpenClipart.of§30].

The majority of the exercises take the form of multiple choice questions. For these
exercises, the algorithms described in the previous chapters can be geseersde
intelligent distractors for each target word, according to the specific skill being tested.
The following is a brief description of each of the assessment types included in the
application.

Find the Rhyme.These items target the u&eability toidentify rhyming words by
sound. Users are given the mp3 for a word and are asked to choose the mp3 of the word
that rhymes with it. The basis is the mp3 that rhymes with the target, and each distractor
is a word of the same difficulty level that does riotme with the target.

Sound It Out. Theseitems target the us@rability to segment a word into phonemes.
Users are given the mp3 for a word and are asked to choose the mp3 of a phoneme it
contains. The basis is the mp3 of a phoneme found in the targyeach distractor is a
phoneme of the same manner of articulation as the basis that is not found in the target.

Pick the Word. These items target encoding skills. Users are given the mp3 for a
word and are asked to select its written form. The badmeiwbdrd that matches the given

mp3, and each distractor is a word that differs from the basis by a single phoneme.
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Pick the Sound.These items target decoding skills and are the reverse of Pick the
Word exercises. Users are given a written word and aesldskselect its matching mp3.
The basis is the mp3 that matches the given word, and each distractor is a word that
differs from the basis by a single phoneme.

Spell the Word. These items target encoding skills. Users are given the mp3 of a
word and a setf letter tiles which they must place in the proper order to spell the word
they hear. Distractor letters are randomly chosen from letters that share visual and/or
phonetic characteristics with the basis letters.

Pick the Wrong Spelling.These items targeincoding and decoding skills, as well
as contextual awareness. Users are shown the text of a sentence, with one of the words
misspelled. Users must locate and physically tap on the misspelled word in the text.

What is This? These items target encodingliskas well as image identification.

Users are shown an image and asked to select the written word that best represents it, and

each distractor word differs from the correct word by a single phoneme.

4.3 Design Guidelines

One of the biggest challenges iesigning an application for Ioditerate users lies in
making the application easily usable without the need for reading. The software must be
designed in a very deliberate and thoughtful way to ensure that it is simple, intuitive, and
accessible to thenget population[131] found that the difficulties faced by functionally
illiterate adults extend beyond strictly literacgntric skills: adults with minimal reading
abilities alsaend toperform sgnificantly worsen tasks requiring visual memory, siaét
awareness, cognitive processing speed, and focus. With this in mind, the CAPITAL

interfacewasdesigned around several key guidelines for creating usable educational
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software for lowliterate users. Each of these rules and the rationale behind them is
described below.

1. Replace text with established iconographyAn obvious choice when designing
software for users with limited literacy is to minimize the amount of reading the user is
required to do in order to navigate. Nearly every application thaidesdesigned
specifically for lowliterate users has identified the need to minimize or eliminate text
from the interfacg¢123, 132 133]. As with other studies such @4, 127, 133 134], the
CAPITAL software insteadelieson images and intuitive digs to suggest to users what
they can and cannot do within a given context.

Wherever possible, the design leverages common iconography that a user would
likely already be familiar with: for example, left and right directional arrmepsesent
moving forwad and backward through the screens. Howeverlikenate adults have
been shown to be more successful at identifying lifelike and colorized images as
compared to black and white or cartdde iconographyf131], requiring us to avoid
overly abstract or mimalist picture representations of items.

This introduces a significant challenge when attempting to guide the user through
educational activities, as many of the learning concepts are abstract in nature and cannot
be easily represented through imagéfrg. concept does not already have an intuitive
pictorial representation that the user would recognize, the software atterbptld such
an association organically through consistent repeat exposure. Unique icons are
established to represent each itlemmat, providing consistent visual clues to allow users

to easily identify their upcoming tasks.
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2. Avoid hierarchical menus.Navigation of a software interface requires basic
spatial orientation and the ability to multitask and seamlessly shift focuesttamtion
between different contexf&35], skills that functionally illiterate adults have been shown
to struggle witH131]. This necessitates a simplified navigational structure, one which
minimizes the usés need to rely on spatial awareness or Viswemory to move
between contexts. Following the recommendations of previous sfa@ig< 36], a
linear structure is utilized rather than relying on hierarchical navigation. Wherever
possible, user input is minimized to a seyarsistentiforward arrovo button which
advances them to the next screen, allowing users to simply move forward screen by
screen, with the last step forward returning them back to the dashboard as appropriate.

3. Incorporate whitespace Because lowiterate users have been foundchave a
narrower field of view when presented with informatj@B87], screens are structured so
that users do not become overwhelmed by too much information at one time, dividing
content across sequential screens where appropriate to minimize conteracbaado
spreading the remaining content out to fill the screen. Studies have also shown that
illiterate adults tend to have weakbanraverage fine motor contrfil38], so to
minimize a usds chances of unintentional rticking, interactive componentsea
designed to be large and prominent, with significant negative space between tappable
elements.

4. Make related components easily distinguishabl®&ecause CAPITAL is an
educational application, thimarygoal of its design is to minimize the cognitiead
required for the user to actually reach their learning materials. This is accomplished

through the use of consistent and distinct colors and effects to clearly imply element
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functions and relationships, prioritizing a highntrast and functional dgs over
modern minimalist aesthetics.

Every interactive element is styled using the same consistent effects such as drop
shadows and glowing borders to help distinguish them from their static surroundings.
This allows users to easily recognize which consgrs are of the highest priority and
require their input, minimizing the chances of the user becoming confused about how to
proceed. Colors are assigned with purpose and are only used for their assigned context:
for example, each individual Exercise foitneassigned its own unique color, which is
carried through to every component related to said Exercise, including backgrounds,
icons, and buttons. These consistent stylings are used to tie related components together
and serve as visual cues for the fiimts of a given screen in the absence of written
guidance.

5. Minimize barriers to entry. It is imperative that the software have as few barriers
to entry as possible, to ensure that users do not become overwhelmed or confused before
being able to acces$iseir materials. Perhaps the biggest barrier to entry for any system
that requires a user account is the registration and login process. Typical applications
require users to create a unique username or to register with an email address; however,
many lowliterate users do not use email services, and creating and inputting a unique,
memorable alphanumeric username requires a base level of reading and writing ability
that cannot be assumed for the users of this system.

To simplify this process, users are @dko register for an account using only their
phone number. The system then assigns them a rand@mérated username, which is

used only for public social features and for instructors who wish to monitor student
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activity. Most importantly, the app staréhe usds login information to their device so
that they only ever need to log in once. Every subsequent time the user loads the app on
this same device, the system will log them in automatically and forward them directly to

their dashboard.

4.31 The Sience of Learning

Recent studies have shown that there are three key features that enable effective
learning: providing immediate feedback, exposing the learner to exercises slightly ahead
of their current skill level, and distributing materials to therardime[143].

Providing immediate feedback is a largely trivial task for educational software, and is
in fact one of the greatest strengths of dynamic software over static written materials as a
learning tool. When a user submits an answer, the systahbid to immediately tell them
whether their answer was right or wrong, and to highlight what the expected answer was,
ensuring thathe proper knowledge is reinforced. Audigsual cues are also
incorporated, using a red and green color scheme to Higkligpng and right answers,
and playing a cheerftdounding jingle when correct responses are submitted.

A placement test system addresses the second component of effective learning:
exposing the user to materials slightly more advanced than their ccorepetency
level. The placement test system ensures that students who are at a more advanced level
are not required to work through materials that are too simple for them, which would
otherwise feel like a chore and reduce engagenusars begin eaatxercise with a
placement test to determine their starting point. In a placement test, the user is shown a
stream of items of gradually increasing difficulty, and the@s&arting level is set to the

level of the last item they answered correctly whenekednds.
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To distribute materials to users over time, items are automatically selected for each
user based on their performance, removing the need for them to decide their own path
forward. Items are delivered to studentsriound® of 10 at a time, andng item that is
answered incorrectly in a round is reincorporated into the end of the round queue,
requiring the user to answer every item correctly once before the round ends. If the user
answers 80% or more of these items correctly the first time, thleynhock five new
items, gradually introducing harder materials into the queue. Items that were answered
incorrectly when the user last saw them are given highest priority in the queue, while the
remaining items are chosen basedcow long ageach wasast seen and how many
times the user has answered them wrong.

Additionally, the software incorporates two basic forms of gamification to entice
learners to practice, as gamification has been proven to be an effective motivational tool
for encouraging redar use[142]. The first is a simple poirdccumulation system, where
users are awarded points for completing exercises. More correct answers earn the user
more points, and every ugercumulative point score allows them to be ranked in a public
leaderboat. The second is a contdeweling system, where users are awarded badges to
signify their increase in level when they advance to harder content. Both of these
gamification practices are designed to give the user a sense of accomplishment and to
clearly ilustrate their forward progression. Finally, @tar meter at the end of each

guestion round rewards users with a visual indicator of shartterm performance.

4.32 Cambourneé Conditions of Learning
The Conditions of Learning as theorized by Cammhe{44] describes eight

individual conditions that are necessary to facilitate literacy development. A study of
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digital textbook software explored how tablets and touch devices are an ideal platform for
facilitating each of these learning conditigthg5]. Inspired by this, the CAPITAL

software has been designed to ensure that each of these learning conditions is met. The
following is a breakdown of each of Camboueight conditions and how they are

realized in CAPITAL.

Immersion. Learners need to bmimersed in their learning with intellectual and
sensory stimuli. The exercises strongly emphasize the relationship between writing and
sound, and all of them require active engagement through touch interaction.

Demonstration. Learners must be given pra@icdemonstrations of what is being
learned. Each exercise begins with an animated tutorial for how to answer each item,
which users then mirror through their own interactions.

Expectations Learners must be given clear indicators of what is expectedrof the
Progress bars are displayed inside exercises to show how far the user is to completion, as
well as level meters that fill up over time, and blinking effects for exercises that users
should most focus on.

Engagement Learners must feel actively engageithwhe materials they are
learning. The system inherently accomplishes this with a-legdoing approach, since
users are active participants rather than passive observers.

Responsibility. Learners must feel in control and personally accountable fior the
learning. Users are given full control over their learning path, but also encouraged to do
the work that the system determines is most valuable for them with Daily Exercises and

login streaks.
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Approximation . Learners must be allowed to make mistakebout fear of
punishment. The reward system has thus been designed to give points for correct answers
while not detracting for wrong ones. The user is also able to redo their missed items at the
end of a round.

Employment. Learners must be given time toerdct with the content in realistic
ways. Items are delivered in small rounds at a time to avoid overwhelming the user with
lengthy expectations, and they are encouraged to prioritize their assigned Daily Exercises
if they are short on time.

ResponselLeamers must be given timely feedback. The immediate feedback system

ensures that learners are always immediately informed of their performance on an item.

4.4 Initial Prototype Design

A prototype version of the CAITAL application was creatdd evaluate thefficacy
of the general design as a usable tooldorliterateusers. The prototype version was
intentionally designed to be as simple as possible, lacking many fiffakleieo features
that the full version would include suchtagleveling systemrd performancéased
item distribution. The focus instead was placed upon the effectiveness of the
iconographythe navigational structure, arttle overallaccessibility of the software.

The prototype version contained only one typexafrcise, where theser was given
an mp3 and asked to select the written word that matched it from a list.-Aased
interface displayed thateractablecontent, presentingpurse cards in a scrolling vertical
list, each represented by a unigue image. Inside @acke exercises were displayed in

a horizontal carousel of cards, where exercise had to be completed before the next
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was unlocked. The most recently unloclezédrcise took focus by default, allowing the
user to simply pres¥G00to move forward.

Users wereshown clear and obvious cues that immediately informed them of whether
they selected the right or wrong answer, both visually and audibly. The correct answer
was also prominently emphasized at the top of the screen so that the user could easily
compare agast their own answer and learn what mistakes, if any, were made. Finally, a
simple 5star meter was presented at the enelvefyexercise to show the ussroverall

performance.

4.4.1Student Think-Aloud Evaluation

To test the prototype afpusability,11 adult learners from the Washington Literacy
Center (WLC) in Washington, D.C. were invited to test the software in a guided study.
IRB exemption was obtained for this study, but all subjects were willing volunteers and
maintained anonymity throughoutparticipants were men and 4 were women, and all
were at the lowest level in the WLC curriculum. 7 students owned smartphones or were
familiar with their use, and 4 had never used a smartphone before.

Prior to beginning, each student was showrnairiute rarrated video outlining the
purpose of the app, the conceptsaifirses andxercises, and how to think aloud for the
study. The participants were intentionally not told how to use the app or complete any of
the tasks.

Each student was given a unique wsarount enrolled in the same faaurses: the
targetcourse and threBdecoysd The targetourse contained thremxercises with five
items in each. Students were asked to enter the @rgete, complete the first two

exercisesand then retake the direxerciseagain.
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During this process, each u@&successes and failures were recorded over the course
of completing 10 different tasks. Four tasks were navigdiased: scrolling
horizontally, scrolling vertically, enteringaurse, and selecting adio button. The
remaining six tasks were identificatimased: recognizing the meaning and/or function of
the targetourse image, speaker icon, arrow ic@p0 button, check/xmarks, and star
meter). Successes and failures were identified by obseraciguseis deliberate
actions; unintended actions, such as accidentally tapping a button when scrolling, were
not recorded. Verbalized thoughts were also included in the failure counts, such as a

studentsaying,fil think this is ibwhile gesturing to a @®y course.

4.42 Results
Errors were recorded in the context of two different metrics: intwitive the
software was, and holgarnableit was. An intuitive feature is one that users can quickly
discern without the need for extensive trial and errorlexdniearnable feature is one that
can be easily remembered on subsequent interactions. The intuitiveness and learnability
of each task was evaluated by examining the number of errors that users committed
before their first successful attempt and afterrtfiest successful attempt, respectively.
Figure4-2 andFigure4-3 show the distribution of failed attempts made before and
after the first successful attempt, for navigation tasks and identificatiks, ta
respectively. The results show that users with no prior smartphone experience struggled
to complete more tasks than users who owned smartphones, particularly with
navigational tasks such as scrolling and tapping. Horizontal and vertical scrolliregiprov
to be the least intuitive navigatidrased tasks for both groups, though they were both

largely learnable for all users. Most users immediately understood how to interact with
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radio buttons, though some inexperienced users struggled with the actfabaging.
Several users struggled with figuring out how to tapuwase card to enter, and this also
proved to be the least learnable task for inexperienced users, though experienced users

learned this easily.

Navigation Task Failed Attempts Navigation Task Failed Attempts
(Smartphone Owners) (Non-Smartphone Owners)

6 6

5 5

4 4

3 3

2 2

1 1

0 0
Scroll (V)  Scroll (H) Enter Course Scroll (V) Scroll (H) Enter Course
Before first success m After first success Before first success m After first success

Figure 4-2. Failed attempts occurring before and after the first successful attempt for navigation tasks
(smartphone owners vs. non-smartphone owners)

The only component immediately identifiable to all users wag®ue button,
althoughexperienced users easily recognized most comparartating the target
Course proved to be the least intuitive task for all users; despite being shown the target
Coursés image prior to beginning the study, more than half of the users failed to tocate i
on their first try. However, after successfully locating the Course once, nearly all users
were able to do so again with no errors, suggesting that the association is learnable
through repeated exposure.

Following the test, each student was also givearammymous survey about their
overall feelings using the app. Instructors administered the survey to each student in a

private setting to encourage honest responses. Each prompt was read aloud to the student,
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and responses were given verbally following@b6i nt scal e from fistrong

Astrongly agreeo.

Identification Task Failed Attempts Identification Task Failed Attempts
(Smartphone Owners) (NonSmartphone Owners)

5 5

4 4

3 3

2 2

1 1
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Before first successm After first success Before first successm After first success

Figure 4-3. Failed attempts occurring before and after the first successful attempt for identification tasks
(smartphone owners vs. non-smartphone owners)

The mean results of the opinion survey can be se€alite4-1. Several questions
were repeated with opposite wording to ensure that participants understood the meaning
behind their rating: for example, respondemése first asked if they found the afigasy
to us® and later asked if it wahard to use. Three studenfsesponses were omitted
because they answered such questions in a contradictory manner (i.e. responding
fAiStrongly Agree for both).

Despite the difculties faced during the usability test, students responded very
positively to the app. Students overwhelmingly agreed that it was enjoyable and easy to

use, and most agreed that they would be able to keep using it independently.
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Table 4-1. Average student responses to the opinion survey on a 5-point scale

Question Avg response
+ | would like to use it often 4.8
+ It was easy to use 4.1
+ | can use it without help 3.8
+ Itis easy to find where to go 4.6
+ It will be easy for most people to use it 4.8
- I needed to learn a lot before | could use it 2.8
- It was hard to use 1.6
- | cand use it without help 2.1
- I need more help before | can use it 21

4.5 Final Design

Although the majority of tb tasks evaluated in the prototype application were shown
to be learnable over time, several tasks were not very intuitive fotifirstusers,
particularly horizontal scrolling and identifying and entering a tacgetse. Though
respondents largely agré that the software was easy and enjoyable to use, many were
less confident that they would be able to use it without help.

The goal was then to address these issues in the final design to make the interface
more intuitive and to increase studérieelings of seHsufficiency when using the app
independently. In addition to the full set of features described in the previous sections, the
following changes were also made to address the difficulties of the prototype:

Addition of audio and visual help.Optional audio assistance was added on every
screen to help guide users who are having difficulty. Studies have shown that audio
feedback significantlymprovesunderstanding in loviiterate user$123], especially
when coupled with visual animatioffs41]. Because lowliterate adults face difficulties

in processing language, verbal instructions are formulated to be as simple and succinct as
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possible, ando provide the user with the ability to play audio back as many times as
neededThe help button is persesit in the top right corner, and clicking on this button

will provide audio descriptions of what can be done on the current screen. For the
different exercise assessment types, the user is also presented with visual illustrations to
accompany the audio imgctions, showing them how to interact with every exercise and
how to submit their answers.

Minimize or eliminate scrolling. The thinkaloud study clearly showed that both
competent smartphone users and those who were unfamiliar with mobile devices
strugded to understand how to interact with the horizontatlyolling Exercise list, and
unfamiliar users also had difficulty with the vertical scrolling. To simplify the design, the
Exercise carousel was removed altogether; the system was madifiestead
dynamically choosghich group of questions to present to the user within the given
Exercise and present those questions automatically, with no need for additional
navigation or user input. Additionally, the vertical list of Courses was replaced with a
grid, maximizing the usé opportunity to see all the available material with minimal
scrolling required (seEigure4-4).

Evaluation of the final version of the CAPITAL app was done in two stages. First, a
heuristic evaluation wasonducted, where knowledgeable experts in adult literacy
education were asked to give their feedback
potential effectiveness as a learning tool fordderate adult students. Second, a small
group of studentwas asked to use the final version of the app and participate in a second

think-aloud study, wherein each student was asked to perform a series of tasks and their
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successes and failures were recorded. The following sections describe these evaluation

methals and their results.
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Figure 4-4. The vertically-scrolling list of course cards and horizontal exercise carousel (left) were replaced
with a grid of exercises, within which questions would be dynamically selected for the user (right)

4.5.1 Instructor Heuristic Evaluation

Five adult literacy instructors were employed ddneuristicevaluation, with teaching
experience ranging from 3 to 35 years. All five instructors owned and were familiar with
smartgones, with all but one describing themselveScasmfortabl@® or fivery
comfortabl® using mobile devices. To conduct the survey, instructors were given access
to the app and asked to familiarize themselves with all of its features before providing
their feedback on 62 statements onpdint Likert scale (fronfiStrongly Disagre@to
fiStrongly Agree, respectively). Each statement described a feature that would be present

within a welldesigned application, making 5 the ideal score for every statement.
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Instructors were also given the opportunity to explain their choices in each section and to
provide any additional feedback not addressed by the survey itself.

The questions in this survey were adapted from a published heuristic framework
known as MUUXE, a omprehensive literatusieased instrument specifically designed
for evaluating rearning software [3]. The previouspublished evaluation of this
framework supports the validity of the survey questions employed in our own study;
however, due to the smalize of the target population and the difficulty in obtaining
participants, no attempts were made to ensure the reliability of these same questions, a
shortcoming which should be addressed in future work.

The MUUX-E framework encompasses five evaluatioregaries: user experience,
general interface usability, wedased learning, educational usability, and mobile
learning. Each category is divided into severalgtiteria, each of which targets a
specific component of successful software design.

Table4-2 summarizes the average responses of all instructors within each category
and subcategory.he average scores for all 5 categories ranged from 4.3 to 4.7, with no
subcategories receiving an average score of less than 4, indgigtiifgcantly positive
reception to all aspects of the software. The subcategories that received the lowest
average scores related to error prevention and recovery, feedback, and ease of use as a
system, while the highestoring features concerned théwareis match to the real
world, consistency, flexibility as a mobile tool, and minimalist aesthetic.

One instructor described their dissatisfaction with the depth of the feedback provided:
AWhen a wrong answer i s r etamswed butdthe apptdédes po s s i

not explain why the answer was wrong. The students will still have to find another way to
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really understand
might find a way to incorporate more detaileddieack about why an answer is right or

wrong based on the characteristics of the target and its distractors. Another instructor

found the answer
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answer and to continue to the next question. This is unfortunately a difficult design

element to replace, as sonf®ices include audio that require the user to tap on the

choice itself to hear it, meaning that the choice selection must be submitted using a

different form of input. When asked for suggestions on how to make the process more

intuitive, the instructor imuestion was unable to come up with a better alternative.

Table 4-2. Average responses in each category and subcategory of the instructor survey

Category Score Category Score
User Experience 4.6 Web-basedLearning 4.4
Emotional issues 4.7 Simple, wellorganized navigation 4.4
Contextual factors 4.7 Relevant pedagogical content 4.7
Usercentricity 4.4 Suitable content of high quality 4.6
Appeal 4.8 Easy to use system 4.0
Satisfaction 4.7
Educational Usability 4.3
General Interface Usability 4.4 Clarity of goals/objectives/outcome 4.3
Visibility of system status 4.0 Error recognition/diagnosis/recovel 4.2
Match to the real world 4.8 Feedback, guidance, and assessmr 4.1
Learner control and freedon 4.4
Consistency 5.0 Mobile Learning 4.7
Prevention of usability error. 4.1 Handheld devices and technology 4.6
Recognition (vs. recall) 5.0 Flexibility 4.9
Aesthetics and minimalism 4.9 Interactivity 4.5
Remvery from errors 4.1
Help and documentation 4.2
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On the other hand, one instructor was pleased with the way that the app dynamically
selects material for the studefitthought it was great that if you-mgpened an app[sic] to
do it again, itwould start with new word8 Another instructor said that théioved the
facto that audio prompts could be repeated as many times as needed by the user. One
instructor who completed the survey provided only a single additional comment along

with her answes: fiThis app is amazing!

4.5.2 Student ThinkAloud Evaluation

A second thinkaloud evaluation was conducted for the final version of the app,
following the same protocol as the prototype evaluation. The goal for this evaluation was
to ensure that the fufeatured version of the app was still usable and appealing to the
target userafter the extensive redesiggnd that the new features did not detract from the
usability of the prototype version.

For this second round of evaluations, six new students araployed from the
beginning reading level classes at Literacy Volunteers and Advocates (LVA) in
Washington, D.C., ranging in age from 33 to 72 years old. As before, all subjects were
willing volunteers and their anonymity was maintained throughout thiy sb of the 6
participants were women, and all but one subject spoke English as their first language.
Each subject was asked to rate their comfort with using smartphones and computers on a
scale from 1 (very unfamiliar) to 5 (very familiaglthough allsix subjects owned a
smartphone, onlthree subjects ratetleir comfort as 4 or 5, and the other three rated
themselves a 1 or 2, giving us two evesiyed groups ofismartphone usavsndfinon

smartphone usedso compare.
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Unlike in the prototype evaation, subjects were not shown a video before beginning
this evaluation, because the app already has aibuiltorial video for new users upon
registration. The video walks users stpstep througlevery featuref the app and how
to access them, ung) voiceover dialogue and illustrative images annotated with arrows
and highlighted areas to point out buttons and their functions. As before, the test proctors
did not explain to subjects how to use the app or complete any of the tasks, and each
subjectwasregularlypromptedo think aloud during the course of the study.

Each participant was asked to perform the same six tasks: navijatied tasks
asked participants to scroll to the lasércise in the grid, locate the leaderboard, and
navigatebackto theexercise dashboard, while identificatibased tasks required
participants to identify their curated daily exercises, the help button, and where they

ranked in the leaderboard.

4.53 Results
Although some tasks were difficult for subjects at fnstl required significant trial
and error, neither users nor nosers failed to complete any of the tasks after their first
successfuattempt. Thus, thgraphs inFigure4-5 compare the total number of failed
attempts by both usgroups before the correct solution was discovered, noting that no
failures occurred after this time.
As was seen in the prototype evaluation,-sorartphone users tended to struggle
more to complete most tasks, particularly those requiring navigatieatihg the bottom
tab bar and discovering how to toggle between the Leaderboard and Exercise tabs proved

troublesome for both users and agsers, possibly due to the muted colors and
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inconspicuous placement at the bottom of the screen below the largktlybrolored

components (seeigure4-6).

Identification Task Failed Attempts Navigation Task Failed Attempts
10 10
8 8
6 6
4 4
2 2
0 0

Daily exercises Help button Leaderboard rank Scroll (V) Leaderboard Exercises

Smartphone Users m Non-Smartphone Users Smartphone Usersa Non-Smartphone Users

Figure 4-5. Failed attempts by smartphone owners and non-owners before the first successful attempt for
identification tasks (top) and navigation tasks (bottom)

Beyond the tasks described in the charts above, there were several unexpected
difficulties that subjects encountered during the test. Allueers experienced some
difficulty in getting their button taps to register duedol of familiarity with the
necessary motion; by either pressing on the button for too long or accidentally dragging
on release, their motions would not trigger the tap function, resulting in significant
frustration.fiThis always happernsone subject saidfter failing to activate a button
several times in a roviiPhones do@ like meo Another subject tried positioning the
phone different ways, first holding it in their hand and then putting it flat on the table, but
continued to struggle regardless of gtreeds orientation. This appears to be a problem
specifically for users unfamiliar with smartphones, as no smartphone users encountered

these difficulties.
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It is interesting to note that several of the most failed tasks (identifying the daily
exercisesand toggling between the leaderboard and exercise views) were explicitly
described in the tutorial video shown to users at the beginning of the evaluation. For
example, the video shows an illustration of the exercise dashboard and highlights the
blinking bordered exercises at the top while audio explaingithase exercises give you
double pointe (seeFigure4-7); however, when asked to identify which exercises gave
double points immediately after the video ended, the majofkitxgers could not identify
them. One subject remembered that it had been explained in the video but immediately

admitted fil didn@ even pay attention. Novdde got to go back and start all ower.

Figure 4-6. The tabs in the bottom bar proved difficult for users to locate and identify, despite being
explicitly described in the tutorial video

Apart from forgetting the information presented in the video, subjects also faced
confusion about the function tfe narrated tutorial videos that appear before every
exercise. These tutorials are designed to mimic what the actual exercise will look like and
guide users on how to answer the questions usingostsfep audio and illustrations.
Many of the tutorials égin with the instructiofiTap the speaker icon to hear a word
while showing an illustration of a finger hovering over a speaker buttorr(ge4-8);
when presented with this combination of image and audio prompt, evergtsubje

attempted to tap the illustrated image of the button as if it were real. While the
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smartphone users made this mistake only one or two times and quickly realized their
error, nonusers had significantly more trouble understanding: all of them triechtappi
the image multiple times, and became confused about how to proceed when it did not
produce a result. Additionally, two of the three nmers made the same mistake in at
least one subsequent exercise tutorial, even after recognizing their error frorevibes

encounter.

pinkwalrus

¥ @310

(a) (b)

Figure 4-7. (a) The tutorial screen which describes the blinking exercises at the top that fgive double pointsg
(b) The dashboard where subjects were asked to identify the exercises that would give them double points

This raises a very important question about the best way for software to convey
instructions to lowliterate users in the absence of written descriptions. The tutorials were
included to help the users understaxactly what was expected of them by providing
clear, visual, stejpy-step instructions; however, these results suggest that static

illustrations may be confusing or otherwise ineffective at clearly conveying concepts to
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these users, and that conseaiiivstructions shown to users before they are needed can

easily be forgotten by the time the user is expected to refer back to them.

How to Play

B

Tap the speaker icon to hear a word.

Figure4-8. When presented with thistdg |tulkse rsapd akieranidc darhet d nkseaa
every subject tried to tap the illustrated button.

Despite these difficulties, all six users said that they enjoyed the app. Several students
were extremely enthusiastic, expressing that it fif@ and that theyiloved ito and all
but one said that they thought it was going to help them learn, with the remaining student
insisting thaheneeded to use it more first before coming to a concluBiegardless,
every student requested to have it installed on their parphiones so that they could

continue to use it once the test concluded.

4.6 Limitations and Future Work
The most obvious limitation when testing the usability of the application with real
world users comes from the relatively small sample sizes fovtieations conducted.

Ideally, evaluations would have been conducted with larger groups of students controlled
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for a variety of variables, such as age, native language, smartphone experience, and
reading proficiency level. Although numerous efforts werdena enlist students in

multiple different ABE programs, success was severely limited by the number of students
physically willing and able to attend sessions. The average class typically ranged in size
from 3-5 students, and attendance was never guaanier any attempted evaluation
session, if 20 students were recruitedly 5-8 on averagevould actually attend. This

made it extremely difficult to conduct sufficienttyzed evaluations, much less control

for different variables in theubjectgshemséves.

Several followup evaluations were intended to be conducted. One evaluation would
have asked the same students from the thiokd sessions to return after one week to
participate in a second evaluation with an identical task set; the results stiuithy
would have given greater insight into the leiegm learnability of the software rather
than simply the shotterm results of the first session. A second evaluation would have
recruited a group of students to use the app independently over aqgfesexral weeks,
with regular followup meetings to learn their specific needs, desires, and difficulties.
However, attempts to follow up with the same group of students over even two sessions
were rarely successful. Because the subjects were evalumateghzously, only the
instructors were aware of the names and contact information of the participants, and were
therefore responsible for attempting to regroup the same students forfigleassions;
however, many students were physically unable to agessions with any consistency,
and many others were difficutbr instructors to reach by phgmaaking itextremely

difficult to follow up with the same students for multiple sessions. These difficulties are
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consistent with what is known about studefitain rates in ABE programs, and are
extremely difficult to account for in studies of this nature.

Future work would greatly benefit from more extensive, {@rgn evaluations with a
steady group of users. Although this thesis was constrained by ttedlimimber of
students we were able to recruit, we will continue to attempt to find a more consistent and
sizeable group for future evaluations.

Additionally, more exploration should be done into how best to present instructions to
low-literate users. Asascribed in the previous section, users did not respond well to
being instructed through voiaever tutorials, either ignoring or simply forgetting the
information provided by the audio dialog. Additionally, stithtme narrated video guides
were found tde confusing and easily misinterpreted, with users mistaking the tutorial
images as components to interact with. Future work should seek to find a better method
of illustrating and conveying instructions to users in a way that clearly conveys its
functonas a tutori al , and -tatnomemory)challengeaheir t he user

recall, or otherwise disrupt their workflow.

4.7 Summary

This chapter discussed the design stages of the CAPITAL smartphone application for
delivering exercises to students. Hudtware was carefully designed to be as usable as
possible by users with beleaverage literacy, following a series of specific design
guidelines supported by the existing literature to ensure consistency, ease of use, and a
sufficient amount of guidangaovided without the rexl for readingThe application also
incorporated the three key features identified to enable effective learning: providing

immediate feedback, providing learning materials that are slightly ahead of tée user
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current level, and defering these materials over time based on past performance- Think
aloud evaluations with real adult students in literacy programs showed that the design of
the application is relatively intuitive for users who are regular smartphone users, and
highly leanable for all users, even those with minimal digital literacy. Expert instructors
confirmed that the application is welesigned as a learning tool for their students, and
the majority of student users expressed enthusiasm for wanting to continuette use t
application after the evaluations concluded, feeling largely confident that it would help
them learn and that they could use it without assistddmeever, the results of user
testing indicate that the average Hiterate user does not respond welllkastrated

tutorial videos, either forgetting the information presented in the videos or
misinterpreting the video components as elements of the actual soffwane work

will seek to determinbow best to provide instructions to students in a waly tha

minimizes cognitive load.
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Chapter 5 - User Engagement

Following the usability studies, two cohorts of smartphowaing student volunteers
were given the app on their personal devices to use at their own discretion. 18 total
studentsvere given access to the agg students from beginner and intermediate level
classes at the Washington Literacy Center (WLC) and 7 begeverstudents from
Literacy Volunteers and Advocates (LVA). The following sections report the usage data
for each of these cohorts duringithfast 30 days of use.

Any user who used the app for at least 5 days was considered tddregaged
user. The majority of users with fewer than 5 days of activity used the app only on the
day it was first installed, with one user logging in a secayddit not answering any
guestions during that time. Of the 18 students monitored, only 4 used the app for less than
5 days, with 3 of the 4 not logging in again after the first installation. 9 of the 11 users
from WLC and 5 of the 7 users from LVA weregaiged.

Table5-1 shows the breakdown of how often engaged users logged in and answered
guestions within their first 30 days of use. On average, engaged users used the app
approximately 14 of the 30 days, and logged in more thae tavday, equating to

multiple usages roughly every other day.

Table 5-1. The number of usage days and individual logins for all engaged app users in the first 30 days

Usage days Total logins  Logins/day

LVA 13.6 40.6 2.8
WLC 14.6 30.1 1.9
Total 14.2 34.2 2.3
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Table5-2 breaks down the number of questions answered by all engaged users in the
first 30 days. These statistics include the average number of questions answered by each
user, irrespective of whethtire questiorhad been answered before, compared against
the number ofiniquequestions answered per user. The results show that the average user
submitted over 2,000 question responses in their 30 days of use, being exposes to
than 300 unique questions during that time. This means that, on average, each question
was answered more than 5 times per user; because the system is designed to repeat
guestions for the user when they were not answered correctly, this suggestedhkat
users many attempts to learn the correct answer for a given question. This also shows that
users were not put off by the fact that they were seeing the same questions multiple times,

as they continued to use the app without being discouragedttogtging in.

Table 5-2. The average number of unique questions answered, and the total number of question responses
received, for all engaged users in the first 30 days

Average
Questions answere 2077.8
Unigue questions answere 333.2
Repeats per questio 55

Finally, Table5-3 shows the popularity of each of the assessment types, according to
how many users chose to engage with them, and the average number of questions that
eah engaged user answered within. The average level gain for each user is also included,
calculated by comparing the level that each user reached in the placement test to the level
of the highest question he or she unlocked in the 30 day span.

The resultslsow that the most popular exercise was the Spell It format, which asks

users to listen to a word and arrange letter tiles to spell the word they hear. All but two
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users chose to answer questions in the exercise, and the engaged users each answered
approximately 800 questions in this exercise alone in just 30 days. The Pick the Word
exercise engaged fewer users, but the users who were engaged answered close to 400
guestions each. Other popular exercises were the Sound It Out, What Is This?, and Find
the Rhyne exercises, each of which engaged at least 10 of the 14 users, who answered
between 156800 questions in each category on average. The least engaging exercises
were Pick the Sound and Pick the Misspelling, which engaged emlysérs each;

however, the sers who were engaged with these exercises still answered over 130

guestions each.

Table 5-3. The average level gain in each exercise for all engaged users in the first 30 days

Sound  Whatls Find the Pick the Pick the Spell Pick the

It Out This? Rhyme Word Sound It Misspelling
Users 11 10 10 8 5 12 4
Responses 276.3 162.9 207.9 398.5 138.8 792.7 139.0
Level Gain 1.1 1.3 1.2 2.0 0.8 0.5 0.6

Users experienced the greatest level gain in the Pick the &erdise, increasing by
two levels on average in the 30 day span. The Sound It Out, What Is This?, and Find the
Rhyme exercises also saw an average gain of over 1 level per engaged user. However,
users experienced at least a minor increase in level adres®rcises in the 30 day span,
unlocking harder questions than the ones they began with.

Although anecdotal, these results suggest that the app is engaging enough to grab and
maintain studentsnterest over a sustained period of time, and that stutksits
motivated to use it independently as a learning tool. Students who enjoy the app will

typically use itmultiple timesevery couple days, and they are willing to explore different
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exercises. Students also do not seem to be discouraged by the fiytidten have to
repeat the same questions many times before unlocking more, likely due to the way the
system presents questions in dynamic rounds each time. Students were also found to be
able to make minor learning gains through regular use, unlobkirter materials after
enough practice. Future studies will explore studemtthusiasm for the software over a
longer period of time, and will seek éxplore the apis potential as a learning tool more

definitively compared to more traditional methods.
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Chapter 6 - Conclusion

According to current population numbers, a remarkable 13 million adults in the
United States alone are functionally illiterateth an additional 150 milliotourdened by
subpar literacy. These adults face varying degrees of difficultizenr dayto-day life,
lacking the reading skills necessary to get by without struggle in modern society.

This thesis sought to contribute to the efforts to address these staggering illiteracy
rates in three ways, utilizing novel algorithms for automatiiestion generation in both
alphabetics and reading comprehension,disclissing the developmenita smartphone
application for delivering these generated practice materials to adult learners.

The first contribution of this thesis was a customizablesgydor generating all
permutations of alphabetics learning for any given curricullimms isfirst work of its
kind to address the challenge of automatic generation of learning materials at the level of
phonological and alphabetic literacy. Generationritigms were developed for finding
words with shared features, such as rhymes, phonemes, and letter combinations.
Algorithms were also developed to create misspellings for words to test different types of
decoding failure. This thesis also described a nmethod of lettephoneme alignment
for words with known phonetic pronunciations, using knowledge of orthographic and
phonetic syllable boundaries to inform the alignment of letter clusters and their sounds.
Finally, a method was discussed for constraitingggenerated output of the system to
preserve the intentions of the curriculum from which the items were created, never
introducing word pairings beyond a studsrdurrent proficiency level. The generators

described in this paper were shown to prodeeening materials that are valid, correct,
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robust, and thorough, proving that such a system can achieve sufficient coverage of all
alphabetics skills while maintaining a high quality of output.

The second contribution of this thesis explored the autometieration of several
forms of comprehension monitoring exercises, specifically designed to target @eader
ability to draw inferences. Each generation algorithm explored a new application of an
existing data source. The first was a novel method foimfghthe most contextually
relevant words in a text, and introducing deliberate inconsistencies in their place that
require inferential skills to identify. This system explored a novel application of the
Google Booksi-grams corpus for choosing words to raaense within a narrow context
when substituted for the original word, and human evaluations proved that it was
relatively successful at producing valid inconsistencies. Also described was a novel
application of a discourse parser for creating questmobdllenge a readr
understanding of connectives, and more than 90% of the items generated by this
algorithm were found to be valid. These are the first question generation systems of their
kind to attempt to target these specific reading compreheasalenges and utilize
these data sources in the ways described. The results of both algorithms strongly suggest
that it is possible for such systems to create-hjgdlity exercises for comprehension
monitoring and inference making.

The final contribution of this thesis was a thorough exploration of the design of a
smartphone application for adults with below average literacy. This is the first study of its
kind to address the specific challenges of balancing educational mobile software design
best practies with accessibility design for lehterate users. The paper describes a series

of specific design guidelines supported by the existing literature that were employed in
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the design of the CAPITAL system to ensure consistency and ease of use while also
prioritizing learning as the primary goal. The application also incorporated the key
features of effective learning, providing immediate feedback, choosing learning materials
based on the ug@rcurrent proficiency, and customizing the rate of distribution.
Evaluations with students in literacy programs showed that the final design was relatively
intuitive for users familiar with smartphones, and highly learnable for all users, even
those with minimal digital literacy. Expert instructors confirmed that tipdiGgtion was
well-designed as a learning tool, keeping in mind the unique needs of the target user base.
This paper asserts that the design choices made for the CAPITAL smartphone application
resulted in a usable and effective learning tool for adults mihimal literacy.
Additionally, anecdotal observations of student usage over a period of 30 days showed
that the majority of users were engaged with the software, using the app periodically and
answering a variety of questions, and that many users wpable of unlocking harder
materials through regular practice.

CAPITAL is the first software of its kind to address the adult literacy crisis by both
allowing for easier creation of learning materials bpgroviding a more effective
method of deliveringhem to students in neetihe CAPITAL systenallows studentgo
continue following the same curricular structure as what they are learning in class,
circumventing many afhe inherentifficulties that students often face in attending
physical classesiYou come here for a ople of hours) said one of the afp most
engaged userébut its so hard. You forgetWhen asked why they were so eager to use
the app, the student explainéklVe dor@t have school for the next 30 days, and we really

need to get tisi, so wél be practicing [the exercises in the app] inste&y. providing
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students with the ability to practice anywhere and at anyuiitiea learning experience
customized to their individual needSAPITAL addresses a glaring need in adult basic
edua@tion programs todayiving students the autonomy and flexibility they ultimately

need to be successful
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Appendix A - ARPAbet phonene set

Phoneme Example Phonetic Breakdown
IAA/ odd AA D
IAE/ at AE T
IAH/ hut HHAH T
IAO/ ought AOT
AW/ cow K AW
IAY/ hide HH AY D
/B/ be B IY
ICH/ cheese CHIYZ
/DI dee DIy
/DH/ thee DH 1Y
JEH/ Ed EH D
IER/ hurt HHER T
IEY/ ate EY T

IF [ fee F 1Y

IG/ go G OW
[HH/ he HH IY
N\H/ it H T
Nyl eat Iy T
1IH/ gee JH 1Y
IK/ key K1Y

L/ lee LIy

IM/ me M 1Y

IN/ knee N 1Y
ING/ ping P IHNG
IOW/ oat owT
10Y/ toy T OY
IP/ pee P 1Y

IR/ read RI1YD
IS/ sea S IY
ISH/ she SH IY
IT/ tea TIY
[TH/ they TH EY
[UH/ hood HH UH D
TUW/ two T UW
VI vee VvV IY
W/ we WY

1Y/ yes Y EHS
1Z] zee Z 1Y
1ZH/ seize SIy ZH
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Appendix B - Top three letter mappings for each vowel phoneme by frequency

IAA/ IAE/ IAH/ IAO/ AW/ IAY/
0 67.6% a 99.7% u 32.8% 0 57.8% ou 62.8% i 86.2%
a 29.9% e 16.0% al6.7% ow37.2% y 9.8%
a 16.9% au 12.2%
[EH/ [ER/ IEY/ /IH/ ny/
e 67.6% er 44.0% a75.7% i 80.0% y 35.2%
a 29.9% ur 19.5% ai 10% e 15.1%% e 25.7%
ea 5.3% or 9.7% ay 8.4% eal5.7%
/OW/ 10Y/ [UW/ JUH/
0 74.0% er 54.0% u 40.6% 00 87.9%
ow 12.6% ur 46.0% 00 27.8% ul2.1l%
0a 9.5% ew11.7%
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Appendix C - Screenshots of the CAPITAL app

¥ 1 12:00

pinkwalrus

¥ %310

B e )

PPN NNNNEERRNREIISRININIEIRIRETS

B

\.Iil./ \|6/| N6 [

\r‘___‘v 3 '___| % N[
@ b 4

Dashboard with all exercises, and the user& levels for the exercises that they have taken
placement tests for

How to Play How to Play

[ © |

‘))) | Can |he | sut

Select which of these words rhymes with the Tap the speaker icon to hear a sentence.
word you heard.

— oK —

Examples of tutorial screens that users see before every exercise, with instructions read
aloud
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¥ 1 1200 A 4 RFE]

®» Rhymes

D) 1{») fat

) [ p) rot lip

—

Exercise: Find the Rhyme - Choose the word that rhymes with the given word

¥ 1 12:00

%ﬁ' Spell It %ﬂ Spell It

g s e a k g e
o f z c k o f z C
i u i u
—

Exercise: Spell It - Spell a word given its audio
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¥ 1 1200 ¥ 1 1200

Pick the Wrong Spelling Pick the Wrong Spelling
D) The dog had a dish of fish.

The dog had a dis  The dog had a[dis)
of fish . of fish .

—

Exercise: Pick the Misspelling - Identify a misspelled word in a sentence

pinkwalrus

¥ 310

calmbison
" @
highcrab
10 @'
(]

greenswan
11€P -»

pinkwalrus
12 Q) 2
luckyfox
13 o 380
worthybird
14 @

PR S.

@ b4

Gamification: daily login bonus (left); star meter and points earned (middle); leaderboard
(right)
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